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Abstract—Cyber-attacks have the potential to cause power 

outages, malfunctions with military equipment, and breaches of 

sensitive data. Owing to the substantial financial value of the 

information it contains, the banking sector is especially 

vulnerable. The number of digital footprints that banks have 

increases, increasing the attack surface available to hackers. This 

paper presents a unique approach to improve financial cyber 

security threat detection by integrating Auto Encoder-Multilayer 

Perceptron (AE-MLP) hybrid models. These models use MLP 

neural networks' discriminative capabilities for detection tasks, 

while also utilizing auto encoders' strengths in collecting complex 

patterns and abnormalities in financial data. The NSL-KDD 

dataset, which is varied and includes transaction records, user 

activity patterns, and network traffic, was thoroughly analysed. 

The results show that the AE-MLP hybrid models perform well 

in spotting possible risks including fraud, data breaches, and 

unauthorized access attempts. Auto encoders improve the 

accuracy of threat detection methods by efficiently compressing 

and rebuilding complicated data representations. This makes it 

easier to extract latent characteristics that are essential for 

differentiating between normal and abnormal activity. The 

approach is implemented with Python software. The 

recommended Hybrid AE+MLP approach shows better accuracy 

with 99%, which is 13.16% more sophisticated, when compared 

to traditional approach. The suggested approach improves 

financial cyber security systems' capacity for prediction while 

also providing scalability and efficiency while handling massive 

amounts of data in real-time settings. 

Keywords—Financial cyber security; auto encoder; multilayer 

perceptron; threat detection; hybrid models 

I. INTRODUCTION 

The necessity of cyber safety and defense against various 
forms of cyber-attacks has increased dramatically in the last 
several years. The phrase "cyber security" describes a group of 
policies, mind-sets, and behaviours that help safeguard 
electronic data.  Cyber-attacks including computer viruses [1], 
DoS attacks [2], and unlawful access  have caused irreversible 
harm and financial harms in massive networks. For instance, a 

single ransom ware infection cost $8 billion in significant 
damages to several industries and enterprises, including 
banking, energy, healthcare, and higher education. Global 
investment in cyber security is expected to reach $1 trillion by 
2021; in 2013, spending increased by more than 40% to $66 
billion. Lately, cyber security researchers have started looking 
at AI techniques to improve cyber security. Similarly, 
fraudsters are using AI to launch increasingly sophisticated 
attacks while avoiding detection. However, we focus on how 
AI-powered cyber security solutions may lessen or completely 
prevent data breaches and more effectively fight attackers in 
our work [3]. AI has come a long way since it was first 
developed in the 1950s, yielding many interesting systems and 
research discoveries. ML and DL were the products of further 
developments. AI is being employed these days in many 
different domains, including industry, law, and exploration of 
space, medical care, and agriculture. New paradigms such as 
cloud-based computing and big data, along with continuous 
improvements in computer hardware and software 
performance and decreasing costs, have made it easier to 
develop and deploy a wide variety of AI systems with varying 
skills [4]. 

These days, a lot of these AI systems are capable of 
carrying out a wide range of difficult tasks, such as face and 
speech recognition, planning, problem solving, and learning 
[5]. Another important development in AI since the 1980s has 
been the emergence of technologies for ML, which allow 
machines to learn and adapt to various environments by 
utilizing their past experiences, patterns, and knowledge. The 
field of ML, came into being ten years ago. With the help of 
this sector, robots may uncover latent correlations in the 
information they are given, improving planning and forecast 
accuracy. Recently, there has been an increase in interest in 
applying AI and ML techniques to counter cyber-attacks 
[6]. The usage of these technologies is mostly driven by the 
vast amounts of information that are being created, since they 
need a significant time and resource commitment to analyze 
and detect any trends, irregularities, or breaches in traffic data. 
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The terms "cyber banking" and "cyber security" describe 
protocols, practices, and infrastructures that protect data, 
networks, and computer programs from online threats [7]. The 
threat posed by cyber security is one kind of financial 
terrorism which has become more prevalent. The most 
challenging aspect of modern cyber banking has shown to be 
the protection of customers' personal information. Cyber 
security is a strategy for thwarting cyber-attacks in 
cyberspace. Theft of confidential data, including account and 
ID numbers, and private information are examples of non-
financial losses [8]. Cyber security aims to shield the impacted 
company and its customers from the monetary and non-
monetary damages that result from a breach in any kind of 
data security system. Cybercrime has a detrimental financial 
effect on South African communities and impacts the whole 
planet. Safeguarding sensitive data is one of the most 
significant concerns of cyber security and confidentiality in 
the realm of cyber banking. 

Technology breakthroughs have brought about changes in 
the banking sector, with internet banking developing as a more 
sensible method of conducting business. South African banks 
frequently employ third-party services like PayPal for both 
domestic and international transactions. Since the banks have 
no influence over the administration of these systems, their 
dependence on outside vendors to guarantee the caliber of 
their online offerings for clients poses a significant security 
risk. System connection promotes reliance, but it also raises 
the risk of cyber-attacks and breaches. Managing these risks 
means preventing and lessening assaults before they occur is 
termed as risk management. Banking was disproportionately 
affected by a 1318% rise in ransom ware attacks in the initial 
half of 2021. The four percent increase in business email 
compromise, or BEC, assaults might be attributed to new 
COVID-19 options for threat actors. Large-scale cyber-attacks 
are becoming more and more likely to target banks. Because 
banks are linked, a cyber-attack on one might put the solvency 
of a financial institution at risk. Cyber-attacks on US banks 
that are supported by states are especially dangerous. As more 
individuals utilize the web and mobile banking, cybercrime 
has been rising over time. Cybercrime occurrences include a 
variety of fraud types, such as identity theft, ATM robberies, 
and credit card frauds. The banking sector is especially 
vulnerable because of the significant monetary worth of the 
information it holds. Hackers may make money in a variety of 
ways using the financial data and banking credentials they 
have taken. The attack surface available for exploitation has 
increased in tandem with the size of banks' digital 
footprints. Cyber-attacks have the potential to result in 
confidential information breaches, power disruptions, and 
malfunctioning military equipment. They may result in the 
theft of private information that can be quite valuable, 
including medical records. They have the ability to paralyze 
systems or interfere with computer and phone networks, 
making data inaccessible. Banking is especially vulnerable as 
the data it stores has significant value. 

By combining the benefits of supervised and unsupervised 
learning methods, the suggested strategy improves the 
identification of threats in financial cyber security. 
Conventional approaches frequently find it difficult to keep up 

with the constantly shifting characteristics of cyber threats, 
particularly in the ever-changing financial industry. The article 
presents a novel framework that combines the discriminative 
strength of MLP [9] networks with the feature learning 
abilities of auto encoders in order to handle this difficulty. Our 
goal is to increase detection accuracy by utilizing labelled 
information and capturing intricate patterns in the data through 
the integration of these two methods into a hybrid model. This 
method not only makes it easier to spot existing hazards, but it 
also gives you the flexibility to spot new irregularities and 
questionable activity in financial systems. Using an auto 
encoder-MLP hybrid model, the research can leverage labelled 
data to refine the model for particular threat detection tasks 
while also efficiently extracting high-level descriptions of the 
basic data structure via unsupervised learning. With the help 
of this hybrid architecture, we can use unsupervised feature 
learning to take use of the inherent qualities of the data, 
strengthening the model's resistance to new and unknown 
threats. Additionally, the framework can improve overall 
threat detection performance by learning to discriminate 
between benign and harmful actions with better accuracy. Our 
suggested strategy provides a more flexible and effective 
protection against new threats, offering a viable answer to the 
cyber security concerns in the financial arena through the 
creative integration of supervised and unsupervised learning 
approaches. 

The key contribution of the proposed Auto encoder-MLP 
hybrid models’ study is as follows 

 The study suggests a novel approach to improve 
financial cyber security threat detection. By combining 
a Multilayer Perceptron (MLP) with an Auto Encoder 
(AE) this hybrid approach efficiently detects 
vulnerabilities within financial systems by utilizing the 
advantages of both constituent parts. 

 By using min-max normalization to lessen the 
influence of feature size fluctuations, the study 
highlights the significance of data pre-processing in 
financial cyber security threat identification. This 
guarantees steady scalability and boosts model training 
effectiveness, which in turn raises threat identification 
accuracy. 

 The architecture that has been suggested clearly 
outlines the functions of every element, ranging from 
feature extraction to threat detection in financial cyber 
security, hence promoting an open and effective 
framework for the creation and use of models. 

 The proposed AE-MLP hybrid model is extensively 
tested using the NSL-KDD dataset, showing good 
results on a number of metrics including f1-score, 
recall, accuracy, and precision. The study offers in-
depth understandings of the effectiveness and 
dependability of the suggested strategy, confirming its 
viability for practical implementation in financial cyber 
security environments. 

The article's remaining sections are arranged as follows: A 
summary of relevant studies is given in Section II. The issue 
statement for the existing system is found in Section III. In 
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Section IV of the study, the proposed Auto encoder-MLP 
hybrid model and technique for increased threat detection are 
described. The study's results and the ensuing discussion are 
presented in Section V. Section VI discusses the suggested 
model's conclusion and possible applications. 

II. RELATED WORKS 

The paper by I. H. Sarker, Y. B. Abushark, F. Alsolami, 
and A. I. Khan [10] introduced the "IntruDTree," a ML-based 
security framework that builds a generalized detection of 
intrusion model based on a tree structure by first considering 
the importance ranking of security features. This approach 
lowers computation complexity for yet-to-be-tested test 
scenarios while retaining prediction accuracy by shrinking the 
feature dimensions. Lastly, by doing tests using cyber security 
datasets and evaluating metrics to assess, the efficacy of our 
IntruDTree model was investigated. To assess the efficacy of 
the resultant security model, the study also compare the 
outcomes of the IntruDTree model with a number of 
conventional, well-known ML techniques, including the naive 
Bayes classification algorithm, logistical regression, SVMs, 
and the k-nearest-neighbour model. The drawback of the 
model is static dataset is utilized to trained the model and 
relies on predetermined feature importance rankings, it may 
struggle to adapt quickly to new types of intrusions or novel 
attack patterns. Without regular retraining and upgrades, static 
models like the IntruDTree could discover it difficult to keep 
up with new threats as they emerge and get more complex 
over time. 

IDS that utilizes a stacked AE and a DNN is proposed in 
the G. Muhammad, M. S. Hossain, and S. Garg [11] paper. In 
order to reduce the feature width, the stacked AE analyses the 
distinctive characteristics of the input networks recording in 
an unsupervised way. Subsequently, supervised training is 
applied to the DNN in order to obtain deep learning 
characteristics for the classifier. The DNN contains two or 
three layers in the suggested system, with each layer having a 
fully linked layer, a batch normalization layer, and a dropout. 
The AE has two latent layers. Three sets of publicly available 
data were used to assess the system. The trials' findings 
demonstrated the 94.2% accuracy of the recommended IDS 
for multiclass categorization. The disadvantage is that it has 
been demonstrated that adversarial examples carefully 
constructed inputs intended to distort the model's predictions 
can weaken DL models, particularly DNNs. Since the AE and 
DNN in the proposed IDS rely heavily on learned 
representations of network traffic data, they may be 
susceptible to adversarial manipulation of input features, 
leading to misclassifications or incorrect intrusion detection 
decisions. 

The goal of the M. Alsaedi, F. A. Ghaleb, F. Saeed, J. 
Ahmad, and M. Alasl [12] study is to increase the detection 
accuracy of harmful URLs by creating a model for two-stage 
ensemble learning that is based on cyber threat intelligence. 
To increase detection accuracy, online searches are used to 
extract the attributes based on cyber threat data. Global user 
reports and cyber security analysts can offer vital information 
about rogue websites. Consequently, to enhance detection 
efficiency, characteristics derived from searches on Google 

and Whois websites are utilized to create cyber threat 
intelligence (CTI). The study also suggested a two-stage 
ensemble learning approach that combines multilayer 
perceptrons (MLP) for ultimate decision-making with the 
RF algorithm for pre classification. The three separately 
trained random forest classifiers' majority voting system has 
been superseded by the trained MLP classifier for decision-
making. For sufficient classification, the probabilistic outputs 
of the random forest's weak classifiers was combined and fed 
into the MLP classifier. The retrieved CTI-based 
characteristics based on the two-stage classification perform 
better than the detection models used in other research, 
according to the results. Compared to the conventional URL-
based model, the suggested CTI-based detection model 
produced a 7.8% accuracy gain and a 6.7% decrease in false-
positive rates. The drawback of the model is the reliance on 
online searches for feature extraction may introduce biases in 
the dataset used for training the ensemble learning model. The 
model's performance could be impacted if the extracted 
attributes do not adequately represent the diversity of 
malicious URLs or if there are inherent biases in the online 
sources used for data collection. 

An efficient methodology for detecting intrusions using 
SVM and naive Bayes feature embedding was presented by J. 
Gu and S. Lu [13] in their study. The naïve Bayes transform 
feature technique is used to build new, high-quality 
information from the original features; an SVM classifier is 
subsequently trained with the altered data to generate an 
ID model. Research was out on several datasets within the 
intrusion identification domain substantiate the 
efficaciousness and resilience of the recommended detection 
technique. The UNSW-NB15 dataset shows 93.75% accuracy, 
the CICIDS2017 dataset shows 98.92% accuracy, the NSL-
KDD dataset shows 99.35% accuracy, and the Kyoto 2006+ 
dataset shows 98.58% accuracy. Furthermore, our method 
offers notable advantages over existing methods in terms of 
efficiency, false alarm rate, and identification rate. Keeping 
the scalability and effectiveness of the IDS is a difficulty when 
expanding the study to scenarios with varying forms of 
attacks. The feature space may grow dramatically as attack 
types become more sophisticated and diverse, increasing 
processing costs and perhaps reducing the model's capacity for 
real-time detection. 

For the IIoT wireless sensing scenario, a DL-based 
network intrusion identification and categorization model 
(NIDS-CNNLSTM) is created in the J. Du, K. Yang, Y. Hu, 
and L. Jiang, [14] goal is to effectively distinguish and 
recognize network traffic while ensuring the equipment and 
operation of the IIoT are secure. Using LSTM in data from 
time series together with the powerful capacity for learning of 
neural networks, NIDS-CNNLSTM trains and classifies the 
features selected by the CNN and verifies its application 
through binary categorisation and multi-classification 
scenarios. The precision rate while categorizing different 
forms of traffic is high, and the three datasets show 
outstanding convergence and level in terms of validation 
accuracy, training loss, and precision rate. Previous study 
models were not able to equal NIDS-CNNLSTM's overall 
effectiveness. The experimental findings show good 
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classification accuracy, a small false alarm rate, and a high 
detection rate. It is more appropriate for large-scale, multi-
scenario network data in the IIoT. The primary disadvantage is 
that deep learning models, such as CNN-LSTM, can be 
computationally demanding, particularly when working with 
high-dimensional, large-scale data sets like network traffic 
data. 

There are numerous types of security frameworks and IDS 
that have limitations. First, because some models rely on 
predefined feature rankings and static datasets, they are 
noticeably less flexible than others. This constraint limits their 
capacity to quickly adapt to novel forms of intrusions or 
developing assault patterns, which may risk their efficacy in 
quickly changing environments including cyber threats. 
Second, adversarial examples, complex inputs purposefully 
created to distort the model's predictions can affect deep 
learning-based IDS. This issue is quite concerning since it 
might result in incorrect intrusion detection judgments or 
misclassifications, which could compromise the system's 
overall dependability. Furthermore, algorithms that extract 
features from web searches might introduce biases into the 
training dataset. The model's performance may be impacted by 
this reliance on outside sources for feature extraction, which 
might lead to inadequate representation of the variety of 
harmful activities. Finally, there are still issues with 
scalability, especially when dealing with high-dimensional 
datasets and different kinds of attacks. Certain intrusion 
detection systems may encounter difficulties in maintaining 
scalability and efficiency when attack complexity escalates, 
which might result in increased computing expenses and 
reduced real-time detection capabilities. All of these 
drawbacks highlight the continuous requirement for enhanced 
threat detection system that can strike a balance between 
flexibility, dependability, and computing efficiency in the 
ever-changing world of cyber security threats. 

III. PROBLEM STATEMENT 

The financial cyber security environment faces a variety of 
challenges as a result of the deficiencies of current intrusion 
detection systems and security standards. These challenges 

include scalability issues with high-dimensional datasets and 
diverse attack vectors, biases introduced by algorithms 
extracting features from web searches, inherent inflexibility 
resulting from reliance on predefined features and static 
datasets, and vulnerability to adversarial examples in deep 
learning-based intrusion detection systems [15]. It is 
imperative to design a more sophisticated threat detection 
system that strikes a balance between dependability, 
adaptability, and computing efficiency in order to counteract 
these shortcomings and keep up with the constantly evolving 
landscape of cyber threats affecting the financial industry. In 
order to overcome these obstacles, this study suggests a novel 
strategy that makes use of Auto Encoder-Multilayer 
Perceptron (AE-MLP) hybrid algorithms. The goal is to 
provide a strong framework for threat detection that can 
efficiently detect and mitigate cyber risks in financial systems 
while preserving scalability, resilience to adversarial assaults, 
and flexibility. 

IV. PROPOSED AUTO ENCODER-MLP HYBRID MODEL FOR 

ENHANCING THREAT DETECTION IN FINANCIAL CYBER 

SECURITY 

In order to enhance threat detection in financial cyber 
security, this methodology suggests combining the use of an 
Auto Encoder (AE) with a Multilayer Perceptron (MLP). Due 
to their sensitive data, financial companies are particularly 
vulnerable to cyber-attacks. The approach begins by 
normalizing the data in order to guarantee consistent 
scalability in order to address this. The two primary 
components of the hybrid model are the AE, which 
compresses and extracts significant patterns from the data, and 
the MLP, which categorizes threats using this compressed 
representation. The number of layers, units per layer, 
activation functions, and other parameters must be specified in 
the MLP construction algorithm. All things considered, this 
technique provides a transparent framework for creating and 
implementing a hybrid AE-MLP model for improved threat 
identification in financial cyber security. Fig. 1 shows the 
block diagram of this AE-MLP methodology is given below. 

 
Fig. 1. Hybrid AE-MLP model block diagram. 
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A. Dataset Collection 

NSL-KDD dataset was collected from the secondary 
source [16]. It consists of specific entries from the data 
collection KDD 99. The train and test sets contain identical 
records, and because of the decreased dataset size, random 
selection is not required. There exists a negative correlation 
between the proportion of entries in the KDD99 dataset and 
the chosen entries in every single category of the NSL-KDD 
dataset. Various ML algorithms may achieve a wider range of 
accuracy, resulting in more accurate assessments of various 
models. There are 125,970 occurrences in the training dataset 
and 225,440 samples in the test dataset. There are four 
categories into which the assaults are divided: DoS, R2L, 
U2R, Probe, and a Standard class. 

B. Min-Max Normalization for Data Pre-processing 

Normalization minimizes the impact of feature scale 
variations, which reduces the training time of a model. The 
min-max normalization is used once the outliers have been 
relocated. Mathematical data can be transformed into a range, 
often between 0 and 1, using a technique called min-max 
normalization, sometimes referred to as features scaling. All 
of the dataset's features, or columns, go through this 
procedure[17]. Scaling numerical data within a particular 
range, usually between 0 and 1, is known as min-max 
normalization. It is a fundamental data preparation method 
utilized in threat detection in the sets of data given using a 
hybrid Auto Encoder- MLP model. In the absence of an 
explicit calculation, this technique guarantees that the lowest 
and greatest values in the dataset are converted to 0 and 1, 
respectively, and that any further data values are adjusted 
linear with respect to this range [18]. The normalization 
process modifies each data point individually by computing 
the characteristic or column's lowest and highest values, 
removing the smallest value, and divided by the range of 
values. By ensuring uniform feature scaling, min-max 
normalization contributes to improved convergence and model 
stability, thereby enhancing the performance of auto encoder-
MLP hybrid models. This enhancement is particularly 
valuable in threat detection scenarios, where model accuracy 
and robustness are paramount.  The normalization of min-max 
is expressed using Eq. (1) and Eq. (2). 

𝑁𝑠𝑡𝑑 =
𝑁−𝑁𝑚𝑖𝑛

𝑁𝑚𝑎𝑥−𝑁𝑚𝑖𝑛
       (1) 

𝑁𝑠𝑐𝑎𝑙𝑒𝑑 =  𝑁𝑠𝑡𝑑  ×  (𝑚𝑎𝑥 −  𝑚𝑖𝑛)  +  𝑚𝑖𝑛        (2) 

By doing this, you can be sure that the values that fall 
between will be scaled linearly to match the transformation of 
the lowest value to 0 and the highest value to 1.This 
normalization method is particularly useful when features 
have different scales since it ensures uniformity among the 
features and supports the performance of the ML model 
during training. 

C. Synergistic Auto Encoder-MLP Architecture for Advanced 

Threat Detection in Financial Cyber Security 

The sensitive data that financial institutions hold makes 
them easy targets for cyber-attacks. To protect assets and 
preserve confidence in the financial system, financial cyber 
security threat detection must be improved. Deep learning 
methods have showed promise in identifying and reducing 
cyber dangers in recent years. In order to increase threat 
detection in financial cyber security, the study provide a 
hybrid model in this proposal that combines an auto encoder 
with a MLP. 

An auto encoder is a type of multilayer neural network 
where the desired output is comparable to the input with less 
modifications, i.e., the result is similar as the inputs with some 
reconstruction error [19]. By encoding the input, the auto 
encoder uses unsupervised learning to decode or rebuild the 
output. Auto encoders are commonly used in recommender 
systems to decrease the dimensionality of characteristics, 
retrieve pertinent characteristics, compress and remove noise 
from the pictures, forecast sequences, and identify 
abnormalities.  
For the purpose of conciseness, we describe the overall 
architecture of an auto encoder without getting into specifics. 

A general auto encoder consists of four key components: 
the encoder, reconstruction loss, bottleneck, and decoder. The 
encoder shrinks the data into an encoded form and helps to 
reduce characteristics from the input. The layer with the 
fewest features and compressed incoming data is known as the 
bottleneck layer. By assisting the model in reconstructing the 
result from the encoded representation, the decoder ensures 
that the output and input are identical. Reconstruction Loss is 
the last term used to assess the decoder's performance and 
gauge how close the output is to the original input. 

Moreover, back propagation is used to carry out training 
and reduce reconstruction loss even more. This minimum loss 
illustrates the objective that AE strives to achieve. The input y 
will be compressed by the encoder is expressed in Eq. (3) 

 𝑥 =  𝐸(𝑦)                (3) 

The input will be attempted to be recreated by Decoder D 
as 𝑦′ = D (E (y)). 

𝑙𝑜𝑠𝑠(𝐸, 𝐷) =
1

𝑛
∑ 𝑦𝑖 − 𝐷(𝐸(𝑦𝑖)))2𝑛

𝑗=1     (4) 

The variation between the decoded and encoded vectors in 
this case is the reconstruction loss. One way to calculate the 
reconstruction loss is to use the Mean Square Error (MSE). It 
is provided in eqn. (4) given above. Fig. 2 shows the 
architectural diagram of hybrid AE-MLP is given below. 

One kind of ANN that forms the basis of DL models is the 
MLP. Since MLPs belong to the class of feed forward neural 
networks, data moves from the input layer to the output layer 
only in one direction. For many different ML tasks, such as 
feature learning, regression, and classification, they are 
extensively utilized. Let's take a closer look at the parts, 
construction, and operation of an MLP [20]. An MLP is made 
up of several layers of linked neurons, and its structure is 
typified by three primary kinds of layers. 
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Fig. 2. Hybrid auto encoder-MLP architecture. 

The first layer of the network's architecture is the 
information input layer, which gets raw input data. Since each 
neuron in the input layer is mapped to a feature in the dataset, 
the input layer serves as a fundamental demonstration of the 
data's measurements. The concealed layer comes next. Among 
the input layer and the output layer of an MLP, there may be 
several layers that are hidden. Because these layers are not 
immediately linked to the external world, they are referred to 
as "hidden" layers. Hidden layer neurons apply a function of 
activation to the weighed total of the inputs from the 
preceding layer, process the data, and then forward the output 
to the subsequent layer. One may modify the hyper 
parameters, such as the number of neurons and layers that are 
hidden in each layer, to maximize the models. 

The output layer, which is the last layer, generates the 
prediction or model's output. The problem that the MLP is 
intended to address dictates this layer's construction. 
Multiclass classification may employ many neurons, each 
representing a class and utilizing a softmax activation 
function, in contrast to binary categorization, which would 
utilize a single neuron with a sigmoid activation function. 

The neurons of an MLP perform the following functions. 

 Weighted Sum: The input for every neuron is equal to 
the weighted total of the outputs from the layer that 
came before it. A common term for this weighted total 

is the neuron's "activation." The sum 𝑦𝑞
(𝑙)

of neuron q in 

layer l may be written mathematically as in Eq. (5) 

𝑦𝑞
(𝑙)

= ∑ 𝑤𝑝𝑞
(𝑙)

𝑝  𝑎𝑝
(𝑙−1)

+ 𝑏𝑞
(𝑙)

     (5) 

Where, 

𝑦𝑞
(𝑙)

  Corresponds to the layer l activation of neuron q. 

𝑤𝑝𝑞
(𝑙)

  The connection weight between neuron p in layer 𝑙−1 

and neuron q in layer l is measured. 

𝑎𝑝
(𝑙−1)

 Is layer 𝑙−1 neuron p's output. 

 𝑏𝑞
(𝑙)

  Is layer l's neuron q's bias. 

 Activation Function: Common activation functions 
include the sigmoid function, tanh, and ReLU. One 
layer's output serves as the subsequent layer's input. 
The Eq. (6) denotes it. 

   𝑎𝑝
(𝑙)

=  𝑓 (𝑦𝑞
(𝑙)

)     (6) 

where, 𝑎𝑝
(𝑙)

 is the layer l output of neuron q, and the 

activation function is represented by f. 

 Feed Forward Propagation: Applying the activation 
functions to the weighted aggregate, the activations are 
computed for each of the neurons in the feed forward 
process. By using the final result of a specific layer as 
the input of the next layer, information is transferred 
from the layer that provided the input to the output 

layer. 𝑎𝑝
(𝑙)

 Is expressed in Eq. (7) is given below 

𝑎𝑝
(𝑙)

= (∑ 𝑤𝑝𝑞
(𝑙)

𝑝  𝑎𝑝
(𝑙−1)

+ 𝑏𝑞
(𝑙)

)     (7) 

To improve threat detection in financial cyber security, a 
hybrid model that combines the strong abilities of AE and 
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MLPs is suggested. As a skilled feature extractor in this 
design, the auto encoder is able to identify important patterns 
and representations that are hidden in the input data. The auto 
encoder uses its encoder network to generate a condensed 
space of latent information representation that captures the key 
elements of the input data. This representation of latent space 
is then sent into the hybrid model's MLP component. In its 
capacity as a classifier, the MLP uses the characteristics that it 
has extracted from the auto encoder to identify and group 
different threat categories that are present in the financial 
security space. 

The hybrid model uses labelled datasets for supervised 
learning during the training phase. The AE and MLP elements 
must be simultaneously optimized in this combined training 
method. The MLP is simultaneously trained to reduce 
classification errors by utilizing the informative features 
obtained from the AE's latent space representation, while the 
auto encoder attempts to properly recreate the input data. 
Selecting a suitable loss function, such cross-entropy, makes it 
easier to quantify the difference between the expected and real 
labels, which helps to increase the model's resilience and 
classification accuracy. 

Algorithm for MLP Architecture 

Require:  𝐷train, 𝐷test (Training and Testing) 

Require: MLP architecture hyper parameters  

Data Pre-processing: Min-max normalization 

Build the MLP model: 

Layer Numbers : 3 

Units/ layer: 

Input layer: data containing number of features  

Hidden layer 1: ReLU activation 128 units  

Hidden layer 2: ReLU activation 64 units  

Output layer: The quantity of output classes that possess an 

appropriate activation function  

Assemble the MLP model by specifying the optimizer, loss, and 

assessment metrics. 

For a certain number of epochs, train the MLP model on 𝐷train. 

Determine performance indicators and assess the model on the 𝐷test. 

Fine tune hyper parameters as needed 

Optionally deploy the model 

Keep monitor model and updated. 

V. RESULTS AND DISCUSSION 

Using the NSL-KDD dataset, AE-MLP Threat 
detection approach is evaluated. The proposed approach 
produces excellent and extremely promising outcomes. Using 
a device operating Python as a programming language with 
the Windows 10 operating system. The performance are 
accessed using the following metrics: f1-score, recall, 

accuracy, and precision. These measures have the following 
definition. 

A. Performance Metrics 

1) Accuracy: The percentage of test cases that a technique 

successfully detects on a given test set is its accuracy. It is 

computed as follows in Eq. (8). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑅𝑁+𝑅𝑃

𝑅𝑃+𝐴𝑃+𝑅𝑁+𝐴𝑁
  (8) 

2) Precision: The proportion of all positively identified 

instances to the number of accurately detected positive 

occurrences by the model is known as precision. It is 

quantified as in Eq. (9). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
      (9) 

A value between 0 and 1, where 1 denotes perfect 

precision and 0 denotes no correct positive predictions, is the 

accuracy level. 

3) Recall: The notion of the positive cases that the model 

properly identifies is known as recall. It is computed as 

follows in Eq. (10). 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
   (10) 

4) F1-Score: The F1 score is a widely used statistic to 

evaluate how well sorting models perform in detection tasks; 

it is especially helpful for algorithms that function well in 

threat detection and prediction. The F1 score is useful when a 

dataset is uneven, meaning that one class significantly 

outnumbers the other. Equation is used to evaluate the F1 

score as shown in Eq. (11). 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
       (11) 

One should take the F1 score into account when evaluating 
someone since it offers a helpful and impartial way to assess 
recall and accuracy. When choosing between accuracy and 
recall, as is frequently encountered in detection tasks, it is a 
useful metric to use. 

 
Fig. 3. Training and testing accuracy of the proposed AE-MLP approach. 

The AE-MLP model's testing and training accuracy are 
shown in Fig. 3. The following graph shows how well the 
model works in two different phases training, when it learns 
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from the data, and testing, when it applies newfound 
knowledge to previously unknown data. The model's 
resilience and dependability in real-world circumstances are 
indicated by the tight alignment of the training and testing 
accuracies, which implies that the model generalizes 
effectively to fresh data. 

 
Fig. 4. Reconstruction loss of the proposed approach. 

The reconstruction loss of the suggested method, as 
depicted in Fig. 4, serves as a critical indicator of the auto 
encoder model's proficiency in recovering its input data. A 
smaller reconstruction loss not only signifies the model's 
capability to capture and represent underlying data patterns 
accurately but also implies a higher fidelity in reconstructing 
normal network behaviour. This robust representation enables 
the AE-MLP approach to effectively discern anomalous 
activities, thereby bolstering its capacity for precise and 
reliable cyber threat detection. 

B. Consideration with Other State-of the-Art Approaches 

The need for threat detection in the contemporary cyber 
environment has led to much study on the subject. For such 
cases, researchers have used a variety of powerful and 
advanced ML techniques. This section compares the accuracy 
of our method against various cutting-edge detection 
algorithms based on traditional ML and DL approaches using 
the NSL-KDD dataset. 

As seen in Table I, proposed auto encoder-
MLP strategy have produced superior results than alternative 
approaches and it is depicted in Fig. 5. It compares the AE-
MLP approach's accuracy (99%), precision (98.75%), recall 
(98.92%), and F1-score (98.79%) with alternative techniques. 
The proposed AE-MLP technique outperforms the 
conventional RNN (83.28%), STL+SVM (84.96%) and 
AE+DNN (94.21%) methods in terms of accuracy. 

TABLE I. COMPARISON WITH EXISTING METHODS AND SUGGESTED 

METHOD  

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1Score 

(%) 

RNN [21] 83.28 81.60 82.24 81.42 

STL+SVM 
[22] 

84.96 81.78 84.08 80.21 

AE+DNN [11] 94.21 92.78 90.82 90.21 

Proposed 

AE+MLP 
99 98.75 98.92 98.79 

 
Fig. 5. The performance evaluations of AE-MLP with conventional 

approaches. 

TABLE II. COMPARISON WITH DIFFERENT DATABASE WITH SUGGESTED 

METHOD  

Different Dataset Accuracy (%) 

KDD99 [23] 98 

UNSW-NB15 [24] 97 

Proposed NSL-KDD 99 

Table II shows the accuracy of the proposed technique on 
three different datasets: UNSW-NB15, KDD99, and the 
proposed NSL-KDD dataset. The approach demonstrated 98% 
accuracy on the KDD99 dataset, a reputable intrusion 
detection benchmark. The technique achieved 97% accuracy 
rate on another popular benchmark, the UNSW-NB15 dataset. 
Notably, it attained the greatest accuracy of 99% on the NSL-
KDD dataset that was particularly created for the suggested 
technique. These findings highlight the method's efficacy in 
correctly categorising instances of network traffic and 
detecting intrusions; the NSL-KDD dataset shows especially 
impressive performance, perhaps because it aligns with the 
method's methods and methodologies. 

TABLE III. DETECTION SPEED COMPARISON OF INTRUSION DETECTION 

METHODS 

Approach Detection Speed (seconds) 

RNN [21] 100 

STL+SVM [22] 120 

AE+DNN [11] 90 

Proposed AE+MLP 80 

Table III presents a concise summary of the detection 
speeds of different intrusion detection techniques. It also 
includes a comparison of detection speeds of intrusion 
detection methods. While STL+SVM [22] shows a little 
slower speed of 120 seconds, RNN [21] indicates a detection 
speed of 100 seconds. Using autoencoders and deep neural 
networks, AE+DNN [11] provides a 90-second detection time 
quicker than previous methods. 
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Fig. 6. The detection speed comparison evaluations of AE-MLP with 

conventional approaches. 

The fastest detection speed, achieved by the suggested 
AE+MLP approach at 80 seconds, demonstrates the 
effectiveness of integrating autoencoders with multilayer 
perceptron’s. The findings highlight how crucial it is to take 
into account detection speed when choosing an intrusion 
detection technique for cybersecurity applications, in addition 
to other performance parameters like accuracy and scalability. 
Fig. 6 illustrate the Detection Speed Comparison Evaluations 
of AE-MLP with Conventional Approaches. 

A. Discussion 

The examined works provide several methods for using 
machine learning (ML) and deep learning (DL) techniques in 
intrusion detection systems (IDS). In order to construct a 
generalised intrusion detection model, I. H. Sarker, Y. B. 
Abushark, F. Alsolami, and A. I. Khan [10] provide 
"IntruDTree," an ML-based framework that ranks security 
characteristics in order of importance and exhibits efficacy 
across a variety of cyber security datasets. Its dependence on 
fixed feature rankings and static datasets, however, could 
make it more difficult to respond to emerging threats. G. 
Muhammad, M. S. Hossain, and S. Garg [11] offer an 
intrusion detection system (IDS) that relies on learnt 
representations and achieves high accuracy but could be 
subject to adversarial assaults. The system uses stacked 
autoencoders and a deep neural network.  In comparison to 
traditional models, M. Alsaedi, F. A. Ghaleb, F. Saeed, J. 
Ahmad, and M. Alasl [12] approach to improving dangerous 
URL identification is based on cyber threat information and 
involves a two-stage ensemble learning process. However, the 
performance of the system may be impacted by potential 
biases from internet searches. Utilising SVM and naive Bayes 
feature embedding, J. Gu and S. Lu [13] describe an effective 
IDS approach that shows excellent accuracy across a variety 
of datasets but runs into scaling issues as attack types 
diversify. J. Du, K. Yang, Y. Hu, and L. Jiang, [14] present 
NIDS-CNNLSTM, a computationally demanding intrusion 
detection and classification system for IIoT wireless sensing. 
These studies demonstrate the variety of methodologies 
employed for IDS creation, each with advantages and 
disadvantages in dealing with the always changing cyber 
threat environment. 

The result section compares and assesses a novel cyber 
threat detection technique termed AE-MLP against existing 
cutting-edge approaches. With exceptional recall, accuracy, 
precision, and F1 scores of 99%, 98.75%, 98.92%, and 
98.79%, respectively, the AE-MLP method stands out. These 
findings demonstrate its exceptional ability to correctly 
identify threats while reducing false alarms. In both the 
training and testing phases, when the model applies its newly 
acquired knowledge to previously unseen data, Fig. 3 offers a 
visual depiction of the model's performance. The model's 
resilience and dependability in real-world circumstances are 
indicated by the tight alignment of the training and testing 
accuracies, which implies that the model generalizes 
effectively to fresh data. The reconstruction loss of the 
suggested method is shown in Fig. 4. The auto encoder 
model's ability to recover its input data is indicated by its 
reconstruction loss. A smaller reconstruction loss suggests that 
the underlying patterns in the data can be captured and 
represented by the model with good accuracy. The figures 
provide empirical evidence supporting the efficacy of the AE-
MLP approach and its potential to enhance cyber security 
measures in the face of evolving threats. 

VI. CONCLUSION AND FUTURE SCOPE 

In conclusion, the use of Auto Encoder-MLP hybrid 
models is a noteworthy development in the field of financial 
cyber security, providing a strong means of improving threat 
detection systems. This hybrid approach shows superior 
performance in identifying and mitigating potential threats 
within financial systems by combining the potent 
classification capabilities of MLP neural networks with the 
special powers of auto encoders to compress and reconstruct 
complex data representations. These models are highly skilled 
at identifying small irregularities that point to harmful 
behaviours like fraud, data breaches, and attempts at 
unauthorized access. This is achieved by the thorough 
examination of a variety of financial information, including 
transaction records, user activity patterns, and network traffic. 
The potential for further study and development in this area is 
bright. Hybrid model designs may be further improved and 
refined to increase their scalability and forecast accuracy, 
which would provide strong defense against advanced cyber-
attacks. Furthermore, the contextual knowledge of cyber 
security risks might be enhanced by the integration of new 
data sources, such as social media feeds, market trends, and 
geopolitical indicators. This would allow for more thorough 
risk assessments and proactive threat mitigation techniques. 
Furthermore, developments in machine learning methods, 
especially in the areas of reinforcement learning and DL, 
present opportunities for enhancing the effectiveness and 
flexibility of financial cyber security systems over time. 
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