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Abstract—This study proposes a suitable model for packet
loss concealment (PLC) by estimating the residual error of the
linear prediction (LP) method for bone-conducted (BC) speech.
Instead of conventional LP-based PLC techniques where the
residual error is ignored, we employ forward-backward linear
prediction (FBLP), known as the modified covariance (MC)
method, by incorporating the residual error estimates. The MC
method provides precise LP estimation for a short data length,
reduces the numerical difficulties, and produces a stable model,
whereas the conventional autocorrelation (ACR) method of LP
suffers from numerical problems. The MC method has the effect
of compressing the spectral dynamic range of the BC speech,
which improves the numerical difficulties. Simulation results
reveal that the proposed method provides excellent outcomes from
some objective evaluation scores in contrast to conventional PLC
techniques.
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I. INTRODUCTION

Recently, much attention has been paid to the use of BC
speech in the field of speech signal processing. BC speech
travels through the vibration of skull bone, skin, and soft
tissue as its pathway. A vibration sensor is used for BC
microphone decoration. BC microphone captures the vibrations
and converts them into an electric signal. Thus, BC speech is
rarely affected by ambient noise. Therefore, BC speech deliv-
ers advantages over air-conducted (AC) speech in some cases.
In [1], BC speech was synthesized based on the least squares
(LS) method. Pitch detection for BC speech is discussed in [2].
In [3], BC speech was utilized with AC speech for speaker
recognition. Speaker verification is also described in [4]. To
improve the quality of speech, several types of algorithms
have been derived for BC speech [5]-[7]. Rahman et al. [8]
considered a noisy environment for BC speech and derived
a noise-robust LP method. However, there are few works on
PLC for BC speech. In [9], the MC method was derived for the
PLC technique in noisy cases, in which how the transmitted BC
speech can be reconstructed with higher accuracy by reducing
the spectral dynamic range was investigated.

In recent years, voice over internet protocol (VoIP) has
considerably increased due to the frequent use of internet
telephony. VoIP utilizes a packet-switch network instead of
circuit switching. Speech voice is degraded in packet-switched

networks because of the delayed packet, additive noise, net-
work congestion, packet arrival jittering, and bit errors [10].
The more bit errors finally cause the packet loss. Also, the
high-speed network cannot conciliate a packet loss issue,
resulting in degraded quality of speech [11]. Therefore, lost
packets must be recovered to eschew speech quality degra-
dation, which is known as PLC. Several methods have been
recommended for PLC such as 2-sided LP, recovery sub-codec
(RSC), deep neural network (DNN), hidden Markov model
(HMM), adaptive recurrent neural network (A-RNN)-based
PLC, and so on [11]-[17]. One representative of the classical
PLC methods may be an LP-based PLC extensively utilized
in global systems for mobile (GSM) technology [18]. Audio
jitter buffer, network equalizer (NetEQ), is a web real-time
communications (WebRTC’s) default PLC whose performance
is degraded in higher packet loss cases. A state-of-the-art
PLC approach is WaveNetEQ (generative model) PLC built
on DeepMind’s wave recurrent neural network (WaveRNN)
technology, which is deployed instead of the NetEQ PLC
technique for accurate speech reconstruction [19]. Currently,
the WaveNetEQ PLC approach is implemented in Google
Due [20]. Among the above approaches, the DNN, HMM,
WaveNetEQ, and A-RNN PLC techniques are state-of-the-
art, but the large volume of speech data is required to be
employed to train them, which is an inevitable hands-on
problem in some circumstances, and they also face higher
computational complexity. Contrariwise, the LP-based PLC
technique provides better performance with a notably lower
computational complexity. Few works are known for the LP-
based PLC technique of BC speech in the literature. Therefore,
there is sufficient scope to enhance the performance of the LP-
based PLC approach.

In [21], a PLC method was proposed through sinusoidal
extrapolation with pulse code modulation (PCM) coded at the
recipient side. This PCM-coded PLC technique extrapolates
filter coefficients and LP residuals from the last packet cor-
rectly received while speech packets are lost. In [22], the ACR
method of LP was proposed for the PLC technique where the
forward direction and bidirectional estimation processes were
employed for 10% and more than 10% packet losses, respec-
tively. The Levinson-Durbin (LD) algorithm was deployed to
estimate the LP coefficients, and a better PLC was obtained
by setting a large LP order. In [23], the PCM-coded PLC
technique was proposed, where the predictive error signal of
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the prior packet and the attained pitch period are employed
to stimulate an excitation for packet loss. The forthcoming
packet was omitted for backward estimation, resulting in
signal attenuation. In [11], a recovery sub-codec (RSC) PLC
technique was proposed that employed low delay code-excited
LP (LD-CELP) where the ACR method of LP was deployed.
BC speech possesses an expanded spectral dynamic range,
which leads to a large eigenvalues expansion of the ACR
matrix in the ACR method employed in the RSC-based PLC
technique. To evade the eigenvalues expansion, we utilize the
forward-backward LP (FBLP), which is often called the MC
method [9], instead of the ACR method.

In the above conventional PLC techniques, LP-based meth-
ods are usually implemented. According to the existing PLC
approaches [9][11][21]-[23], none of them incorporated the
residual error estimates. Commonly, the conventional PLC
method utilizes the ACR method where the L-D algorithm is
employed. The ACR method provides degraded performance in
an expanded spectral dynamic range of an input signal. On the
other hand, the MC method reduces the eigenvalue expansion
of BC speech, resulting in an improved ill-condition. From this
point of view, we consider the MC method by including the
residual error estimates. This study emphasizes the residual
error estimation in both forward and backward packets to the
lost packet. The predictive residual errors are added in each
lost packet exclusively during the packet loss estimation. For
the simulations, some objective evaluations are done, and it is
demonstrated that the proposed PLC technique performs better
than the conventional PLC approaches.

The following is the organizational structure of this pa-
per. Section I includes the introduction. Section II provides
an overview of the conventional method, while Section III
explains the proposed approach. Section IV outlines the ex-
periments. Results are discussed in Section V. Section VI
concludes the paper.

II. CONVENTIONAL PLC METHOD

In [9], the MC method was derived for the PLC technique
in noisy cases, in which how the transmitted BC speech can
be reconstructed with higher accuracy by reducing the spectral
dynamic range was investigated. The AC speech was replaced
by the BC speech to mitigate the additive noise problem, and
the MC method was employed instead of the AC method to
improve the ill-conditioned difficulties. The MC method of LP
was derived from a least-squares (LS) method for estimating
the LP coefficients by the concurrent minimization of the
FBLP squared errors. In [9], without residual error estimates,
the basic form of LP was defined as

s(n) = −
p∑

k=1

α(k)s(n− k) (1)

where α(k) and p correspond to the LP coefficients and the
LP order, respectively, and s(n − k) denotes the prior data
samples. The total squared errors were expressed as

E = Ef + Eb (2)

where Ef and Eb denote the forward and backward squared
errors, respectively, and they are defined as

Ef =
∑
n

(s(n) +

p∑
k=1

α(k)s(n− k))2 (3)

Eb =
∑
n

(s(n) +

p∑
k=1

α(k)s(n+ k))2, (4)

respectively. In (3) and (4), the speech signal sample at time
n, s(n), is predicted by forward and backward LP filters with
the order of p. When the LP coefficients α(1), α(2), . . . , α(p)
are represented in a vector form as

α = [α(1), α(2), . . . , α(p)]T (5)

where T denotes transpose. The MC method was derived to
obtain the LP coefficients as follows. For the unknown vector
α, the residual error vector, ϵ, is defined as

ϵ = Rα− r (6)

where R and r correspond to the observation matrix and
measurement vector, respectively. We can define the least
squares criterion as

L = ϵT ϵ (7)

L is expanded as follows:

L = (Rα− r)T (Rα− r)

= (Rα)
T
(Rα) + rT r− (Rα)T r− rT (Rα) (8)

where rT (Rα) is represented by (Rα)T r. Thus, equation (8)
is rewritten as

L = RTαT (Rα) + rT r− 2αT RT r (9)

Since (9) is a quadratic form of α, by differentiating (9) with
respect to α and setting it to zero, we obtain the following
forms as

2RT Rα− 2RT r = 0 (10)

α = (RT R)−1RT r (11)

α = C−1c (12)

where C = RT R and c = RT r correspond to the MC matrix
and MC vector, respectively. In this PLC technique, the MC
method reduced the eigenvalue expansion, which improved
the ill-condition. This is because there is a centrosymmetric
characteristic in the MC matrix, C, resulting in better speech
reconstruction in the PLC technique. However, in this PLC
technique, the predictive residual error is ignored, which is
expected to be estimated and incorporated in the case of
optimal speech reconstruction for the PLC.
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Fig. 1. Block diagram of the proposed method.

III. PROPOSED METHOD

This paper proposes a progressive PLC technique focusing
on residual error signal which is an effective factor to provide
an improvement of the LP method. The PLC technique in [9]
avoided residual error estimates in the basic LP Eq. (1), in
which residual error must be incorporated for accurate speech
reconstruction in the PLC technique. Therefore, we modify Eq.
(1) by incorporating the residual error estimates as

s(n) = −
p∑

k=1

α(k)s(n− k) + ϵ(n) (13)

where ϵ(n) denotes the predictive residual error. The basic
block diagram of the proposed method is shown in Fig. 1.

A. Residual Error Calculation

In the conventional LP-based PLC method, the long packet
loss causes amplitude attenuation in the estimated speech
signal, resulting in degraded speech quality. Therefore, the
proposed method focuses on the estimation model of the
speech signal in the packet loss and considers causality with
the attenuation. The conventional LP form (1) is expanded, and
the transition is performed then (1) becomes (14) as follows:

s(n) = −α(1)s(n− 1)− α(2)s(n− 2)− · · · − α(p)s(n− p)

=⇒ s(n) + α(1)s(n− 1) + · · ·+ α(p)s(n− p) = 0 (14)

Eq. (14) is a linear first-order combination of sample points,
held in the LP method. By comparing Eq. (14) with Eq. (13),
it is noted that the conventional estimation model Eq. (14)
assumes the residual error, ϵ(n), to be 0. Thus, the estimated
speech waveform is attenuated since the residual error is
ignored in the speech estimation. Therefore, the residual error
must be estimated that originally occurs in the lost segment
from the adjacent packets, and needs to be incorporated into
the speech estimation model to enhance the performance of the
conventional LP-based PLC technique. The residual error is the
difference between the true speech signal and the estimated
speech signal. The LP error is calculated in the adjacent
packets for the forward and backward directions. Through
the LP errors ϵ(n) at the adjacent packets, the estimated LP
residual error, ϵ̂(n), in the lost packet is calculated as

ϵ̂(n) = s(n)− ŝ(n); (n = 0, 1, . . . , L− 1) (15)

where L denotes the length of a packet loss. The error estima-
tion takes advantage of the fact that the LP error has the same

Algorithm 1 : Residual error calculation

1 fun error ← residualError (Tmp, PW,ARcoef ,M)

2 for i←M + 1 : PW
3 xEsti← −ART

coef × Tmp(i− 1 to i−M)
4 end
5 if size (xEsti, 1) ̸= size(Tmp, 1)
6 xEsti← xEstiT

7 end
8 error ← Tmp− xEsti
9 end

periodicity as the original speech signal. Since the periodicity
is confirmed, the LP error of the packet loss is calculated
through the concept of the PWR method. The conventional
PWR method processes the speech waveform, but in this case,
the processing is performed for the LP error, hence the input
to the MC function changes to an LP error as

R(m) = −
L−1∑
k=0

ϵ(k) ϵ(k −m) (16)

Algorithm 1 shows the residual error estimation process. In
Algorithm 1, Tmp and PW correspond to samples for error
estimate and window length for pitch extraction, respectively,
and ARcoef denotes autoregressive (AR) coefficients of LP
order M . Finally, the estimated LP error ϵ̂(n) is incorporated
into the conventional estimation model to conceal the lost
packet as follows:

ŝ(n) = −
p∑

k=1

α(k) s(n− k) + ϵ̂(n) (17)

where ŝ(n) and s(n−k) correspond to predicted samples and
previous samples, respectively.

B. Forward-Backward Packet Estimation and Addition

Eq. (17) with error estimate is concisely expressed as

ŝ(n) = −αsT + ϵ̂(n) (18)

where α =
(
α(1) α(2) . . . α(p− 1) α(p)

)
,

s =
(
s(n− 1) s(n− 2) . . . s(n− p)

)
,

ϵ̂(n) = ϵf (n) + ϵb(n), and
s and α correspond to the input data vector and LP parameter
vector, respectively. The LP coefficients in α are obtained from
the preceding and succeeding packets to the packet loss. Eq.
(18) is more specifically expressed as

ŝ(n) = −α[1 : p] sT [(n− 1) : (n− p)] + ϵ̂(n) (19)

Eq. (19) is performed L times for the forward-backward
predictions to retrieve lost samples in the packet loss. For
instance, lost samples are estimated in the forward prediction
as follows:

sf (1) = −α[1 : p] sT [n : (n− p+ 1)] + ϵ̂(n)

. . . . . . . . . . . . . . . . . .

sf (L) = −α[1 : p] sT [n+L−1 : n+L−p]+ϵ̂(n+L−1) (20)
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Algorithm 2 : Forward-backward packets addition

1 fun s← addition (FEF,BEF )

2 L← length(FEF )
3 s← zeros([L 1])
4 for i← 1 to L
5 ω ← (i− 1)/(L− 1)
6 s(n+ i)← FEF (i)× (1− ω) +BEF (i)× ω
7 end
8 end

In the backward prediction, lost samples are estimated as,

sb(1) = −α[1 : p] sT [n : (n+ p− 1)] + ϵ̂(n)

. . . . . . . . . . . . . . . . . .

sb(L) = −α[1 : p] sT [n−L+1 : n−L+p]+ϵ̂(n−L+1) (21)

In Eq. (20) and Eq. (21), the estimated errors are incor-
porated, which pays an advantage to the proposed method
over the conventional PLC methods. The estimated packets
(forward and backward predictions) are stored in the buffer
until they are added. We add these packets from the buffer to
restore packet loss. Algorithm 2 shows the estimated packet
addition process. In Algorithm 2, FEF and BEF indicate
the forward and backward estimated frames, respectively, and
L indicates the total number of samples in the lost packet.
The linear weighting, ω, is defined as 0 ≤ ω ≤ 1. Fig.
2 represents a diagram of the 2-sided MC method where
estimated residual errors are incorporated in both forward and
backward predictions. The forward prediction is done from the
previous packet of the packet loss, and the backward prediction
is from the future packet of the packet loss as shown in
Fig. 2(c). Then, the speech signal is reconstructed by adding
forward and backward estimated packets as shown in Fig.
2(d). The proposed method using the forward and backward
adjacent packets of the lost frame inherits the advantage of the
LP method that the distortion does not occur in the estimated
speech, and it overcomes the drawback where the amplitude
of the estimated speech is attenuated.

IV. EXPERIMENTAL CONDITIONS

We employed the National Research Institute of Police
Science (NRIPS) database [24], from where the BC speech is
implemented in this paper. In this database, the BC microphone
TEMCO EML-1-A was used to measure BC speech, and a
digital recorder EDIROL R-4 recorded the BC speech. We
used 250 male and 250 female speech utterances of 50 different
sentences pronounced by five males and five females for BC
speech in the simulation. The evaluated result may differ
for diverse speakers though the packet loss rate is identical.
Therefore, the estimated score of each experiment of 250
times was averaged. As the objective evaluation, we utilized
perceptual evaluation of speech quality (PESQ), log-spectrum
distortion (LSD), and the log area ratio (LAR). The simulation
details are shown in Table I.

V. RESULTS DISCUSSION

In this section, we conducted several comparisons between
the conventional and proposed methods.

Fig. 2. Schematic diagram of 2-sided LP: (a) Original speech (b) Degraded
speech (c) Forward and backward predictions (d) Reconstructed speech (e)

Residue.

TABLE I. SIMULATION SPECIFICATIONS

Items Specifications

Accent Japanese pronunciations
Speaker Male and female
Sampling frequency 8 kHz
Quantization G.711 µ-law
Speech signal length 4-5 sec
Length of packet 10 ms
Loss rate 10% and 30%
LP order 12
LP analyzing window 20 ms
Window type Rectangular

A. Estimated Waveform

The proposed PLC method avoids the use of linear gain
to the restored speech signal, whereas the conventional PLC
methods apply a linear gain of 1.1 to 1.8 [9][11][21]-[23]. The
reconstructed speech waveform for the MC method without
error estimate (conventional method) and the MC method
with error estimate (proposed method) in the PLC technique
are shown in Fig. 3, where the estimated speech waveform
obtained by the proposed method is well-matched to the
original transmitted speech waveform. This is because the
incorporated residual error signal influences the quality of the
reconstructed speech signal.

B. PESQ Score

The perceptual evaluation of speech quality (PESQ) was
utilized as the objective evaluation to measure the excellence
of speech for VoIP. The PESQ provides the quality of speech
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Fig. 3. Estimated waveform.

TABLE II. AVERAGE PESQ SCORES OF DIFFERENT METHODS

Methods 10% packet loss 30% packet loss

male female male female

ACR method 3.57 3.61 3.12 3.19
RSC method 3.66 3.69 3.23 3.27
MC method 3.78 3.81 3.39 3.41
Proposed method 4.03 4.07 3.63 3.66

signal in the extent from -0.5 to 4.5, in which the higher
quantity represents that the quality of speech signal is better
[25]. Table II shows the PESQ scores of the ACR, RSC, MC,
and proposed methods. The MC method has shown better
results up to now [9], but the proposed method provides the
best result over the conventional methods. In the case of
10% packet loss, the conventional MC method provides PESQ
scores of 3.78 for males and 3.81 for females, respectively.
On the other hand, the proposed MC method provides PESQ
scores of 4.03 for males and 4.07 for females, respectively.
Similarly, for 30% packet loss, the proposed method provides
acceptable PESQ scores in both male and female cases than
the conventional MC method. Thus, the PESQ score is higher
for compensated speech signals wherein the residual error
is incorporated. We utilized the same database [24] for all
considering methods in this paper for a fair comparison.

C. LSD Score

Furthermore, the LSD score is observed for the restored
BC speech for different methods in the PLC technique. We
assumed a packet length of 20 ms and a frame-shifting of 10
ms for obtaining the LSD scores. The LSD scores of 24 frames
from each restored speech are averaged through 10 ms frame

TABLE III. AVERAGE LSD SCORES OF DIFFERENT METHODS

Methods Speakers

male female

ACR method 12.08 11.89
RSC method 11.25 11.01
MC method 10.38 10.10
Proposed method 8.41 8.13

overlapping. The LSD is calculated as

LSD =

√√√√ 1

B

B∑
b=1

∣∣∣∣20 log10(
P (ωb)

P̂ (ωb)
)

∣∣∣∣2 (22)

where P (ωb) and P̂ (ωb) correspond to the true and estimated
power spectra, respectively, and B denotes the upper-frequency
bin number. The proposed method provides lower LSD scores
for reconstructed BC speeches as shown in Table III. The lower
LSD value indicates a better reconstruction of the transmitted
speech signal [7].

D. LAR Distances

LP coefficients are difficult to interpolate and sensitive
to quantization errors. LP coefficients are normally converted
into other parameters that are equivalent to LP coefficients.
Also, the converted parameters are easy to handle before
transmission. One such parameter is the log area ratio (LAR)
which is used to represent LP coefficients for transmission
over a channel [26]. The proposed method generates the LAR
distance line nearer to the baseline as shown in Fig. 4. The
LAR distance line nearer to the baseline discloses that the
reconstructed speech signal is closer to the transmitted speech
signal.

Fig. 4. LAR distances for estimated speech.
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VI. CONCLUSION

This paper suggested a PLC technique for the MC method
where the estimated residual error was incorporated in the
forward and backward directions for packet loss compensation.
The MC method was considered for BC speech to confirm
residual error minimization and to improve the ill-condition for
obtaining the best set of the LP parameters. The MC method
compressed an expanded spectral dynamic range of input
signals since the centrosymmetric characteristic was involved
in the MC matrix C. It was also noted that the conventional LP-
based PLC methods use a linear gain of 1.1 to 1.8. On the other
hand, the proposed PLC method did not use a linear gain at all.
Especially the PESQ and LSD scores showed the best results
obtained by the proposed method. In the case of 10% packet
loss, the proposed method provided PESQ scores of 4.03 for
males and 4.07 for females, respectively. Through the LSD
evaluation, the proposed method obtained the best LSD scores
such as 8.41 for males and 8.13 for females, respectively.
Simulation results in all objective evaluations showed that the
proposed PLC method improves the conventional ones.

In this proposed method, residual error incorporation in-
dicates one kind of input signal addition. In the future, we
would like to use the combination of LP and polynomial
prediction approaches in the PLC technique for better speech
reconstruction without error signal incorporation.
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