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Pause Time Optimal Setting for AODV Protocol on
RPGM Mobility Model in MANETS

Sayid Mohamed Abdule, Suhaidi Hassan, Osman Ghazali, Mohammed M. Kadhum

InterNetWorks Research Group
College of Arts and Sciences
University Utara Malaysia
06010 UUM Sintok, Malaysia
sayidabdule@internetworks.my|{suhaidijosman|kadhum}@uum.edu.my

Abstract— For the last few years, a number of routing protocols
have been proposed and implemented for wireless mobile Ad hoc
network. The motivation behind this paper is to discover and
study the pause time effects on Ad hoc on Demand Distance
Vector (AODV) protocol and find out the node pause time
optimal setting for this protocol where Reference Point Group
Mobility (RPGM) model uses as a reference model. In order to
come across the best performance of a particular routing
protocol, there a need to examine a number of parameters with
different performance and analyze the optimal setting of that
protocol and its network configuration environment. This
experiment, the speed is fixed with 20 ms in all scenarios while
the pause time is varying from scenario to another to observe the
optimal setting of the pause time on protocol’s performance in
this configuration. The outcome of the experiment are analyzed
with different parameters such as varying number of nodes,
increasing connections, increasing pause time and discussed the
effects of the pause time. The results have shown that the value of
the pause time can be affecting the performance of the protocol.
In the experiment, we found that the lower pause time give better
performance of the protocol. However, this paper is a part of
ongoing research on AODV protocol in link failure. Thus, it is
important to figure out the factors which can be involved the
performance of the protocol.

Keyword-MANETs, AODV, pause time, optimal settin, RPGM.

. INTRODUCTION

A mobile ad hoc network is a number of devices that
communicates each other without any central administration
and each of them acts as a router as it receives packet and
forwards if it is not the destination. Actually Mobile Ad hoc
Networks (MANETS) is a wireless communication and it uses
a wireless interface to send and receives packet data, but in
different way from infrastructure wireless. However, Mobility
models are important building blocks in wireless networks and
ad hoc developers can choose from a range of models that
have been developed in the wireless both infrastructure less
and infrastructure [1]. Ad hoc networks can be considered as
a flexible application and uses for some special occasions that
are inconvenient or unable to infrastructure-network. These
applications which can be used in this communication are as
follows: disaster aid, police operations in particular areas,
group conferences, rescue operations, military deployment in

aggressive environment etc. In practically, there are many
applications that can be applied by Ad hoc networks.
Therefore, the Mobile Ad hoc Networks (MANETS) are of
much interest to network developers both public and the privet
sectors because of its potential applicable to establish an easy
communication network in any situation that involves both
emergencies and normal applications [2]. There are a number
of mobility models which have been widely used for
evaluating the performance of relevant protocols or algorithms
in traditional Ad hoc networks. Among of these models are
Random Waypoint (RW) model, Reference Point Group
Mobility (RPGM) model, Freeway Mobility (FW) model,
Manhattan Grid (MG) model, Gauss-Markov (GM) and many
others [3]. In this paper, is used the Reference Point Group
Mobility (RPGM) to generate the mobility scenarios to
evaluate the performance of the protocol in this particular
configuration. Most of MANETs simulations are used
Random Waypoint (RW) as a reference mobility model [4],
[5]. Thus, there is a need to provide additional mobility
models in order to examine many different MANET
applications.

Il.  MoBILITY MODELS

MANETSs, mobile nodes move from point to another point.
The main role of mobility models is to emulate this movement
of real mobile nodes. Mobility models are based on setting out
different parameters related to node movement in order to
evaluate in different metrics performance in different routing
protocols. These parameters are for examples the starting
location, the nodes movement direction, velocity range, speed
changes over time and so on. Mobility models can be
categorized into two types and they are as follows [6]:

Entity Models

*Group Models
When the mobile nodes are going to apply Entity models,
the movements of the mobile nodes are completely
independently from each other. In contrary, when the mobile

nodes are using in group models, the mobile nodes are
dependent on each other and follow predefined leader node.

1|Page
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One of the prominent group models is Reference Point Group
Mobility (RPGM) model which represents the random motion
of a group of mobile nodes and their random individual
motion within the group. In this model, the group motion
behavior is determined by a logical group center where all
group members have to follow that group leader. The
individual mobile nodes movements or the entity mobility
models should be specified the way of the movement of the
individual mobile nodes. These movements are independent
and each every of mobile nodes can move to its way randomly
with randomly velocity. The principle of that the logical
group center for RPGM model is to guide group of nodes

continuously calculating group motion vector GM in order to
define; speeds and directions for mobile nodes. However, once
the updated reference point RP (t+1) has been updated they are

combined with random motion vector EMvalues to represent
the random motion of each mobile node around its reference
point [7].

I1l.  ROUTING PROTOCOLS

In Ad hoc networks, entire network nodes are needed to
perform as routing functions. To manage with the dynamic
nature of the topology of Ad hoc networks, several routing
protocols have been proposed. Taking into consideration of
procedures for route establishment and update, MANET
routing protocols can be categorized into three types:

*Proactive
*Reactive and
*Hybrid protocols

Proactive (table-driven) protocols maintain the routing
information consistently up-to-date from each node to every
other node in the network. The main function of proactive
routing protocol maintains its table in order to store routing
information. Up on changing in the network topology caused
by anything just need to be reflected to this table and
propagate the updating information throughout the network.
Reactive (on demand) protocols are based on source-initiated
on-demand reactive routing. The reactive routing protocol
initiates routes only when mobile node requires a route to a
destination. This method works like that the node broadcasts a
route discovery initiative on demand and finishes when the
destination is fund. Hybrid protocols are combination of
proactive and reactive protocols. An example for proactive
protocol is DSDV. This protocol routing protocol, all the
possible destinations and the number of hops in the network
are stored in a table. Because of ad hoc networks instabilities
the table updating may change extremely dynamically and
updating advertisements might be caused more network
congestion and increases network routing overhead as well.
AODV is a reactive protocol that improves the DSDV in the
sense of minimizing the number of extremely advertisements
and an unnecessary hello messages by creating routes on a
demand mechanism [7]. Three main of Route Request process
for AODV protocol are:

Vol. 1, No. 6, December 2010

*Route request (RREQ)
*Route reply (RREP)
*Route error (RERR)

Figure 1shows that the source broadcasts a route request
to its entire neighbors and each of these neighbors forwards
the request until it reaches at the destination. Figure 2
illustrates the reverse route propagating to source. When the
destination receives a routing packet from the source, it replies
the shortest path and the source will use this path to send data
packets. Figure 3 presents a route error. After the path
between source and destination is established, the data is
transferring. But due to the Ad hoc network characteristic of
rapid topology change, the link between the source and the
destination breaks. When such accident happens in Ad hoc
networks using AODV routing protocol the current node
prepares an error message propagate to the source. In this case
the current node is the node 2 in Figure 3 and the link between
node 2 and node 3 is broken, thus the node 2 prepared an error
message and sent to the source.[8]

Figure 1. RREQ broadcast

Figure 2. RREP

2|Page
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RERR

Figure 3. Route Failure

IV. NETWORK CONFIGURATION

In this section will be analyzed the protocol performance
optimal setting using Reference Point Group Mobility model
(RPGM) and set up network configuration. These experiments
have been conducted to finalize the maximum pause time
optimal setting for protocal performance. In this set of
simulations, our intention is to investigate the protocol’s
performance under RPGM when the pause time increases. The
results present the performance of the protocol is very much
depending on pause time value. From that point of view it is
very important to run several simulations with different
parameters in order to find out the suitable value of pause time
for the Protocol. Network set up, we increase the pause time
from 5 up to 40 sec 40 and keep all other parameters
unchanged in first scenario. Keep in mind that for each
scenario we keep running five times and these five times the
pause time increases (5, 10, 20, 30 & 40 sec) while all other
parameters are fixed. In the 2nd, third and fourth scenarios,
we increase the number of nodes by double (from 10 to 20
nodes, 20 to 40 and 40 to 80) and number of connection is also
increases as well (4, 8, 30 & 40 connections) respectively and
of course for each scenario the pause time increases while the
rest of network parameters unchanged. The following tables
are indicated the scenarios that have been tested in this
experiment.

The following tables are four main scenarios and each of
them contains five sub-scenarios. Each of these sub-scenarios,
the pause time is varying while the rest of the parameters are
constant or unchanged. When the first scenario has tested the
five sub-scenarios with varying pause time, we continue, the
second main scenario with increasing the number of nodes and
number of connection with 20 nodes and 8 connections
respectively as the tablel-2 has shown. This second scenario
has also tested same as tested the scenario one with five sub-
scenarios except that increasing the number of nodes and
connections and of course the pause time is also varying.
Subsequently the third and fourth scenarios keep carrying on
with increasing the number of nodes and connections 40 nodes
and 80 nodes with 30 and 40 connections respectively as the
table1-3 and table1-4 are indicated.

Vol. 1, No. 6, December 2010

TABLE I. VARYING PAUSE TIME (RPGM-MODEL)
Parameters Values
Simulation Ns-2

Protocol AODV

Movement Model

RPGM

Traffic source

Constant Bit rate (CBR)

Simulation area

1000 m x 1000 m

Simulation Time 200 sec
# of nodes 10
Pause time 5,10, 20, 30 & 40
Nodes speed 20m/s
# node of sourceS 4
TABLE II. VARYING PAUSE TIME (RPGM-MODEL)
Parameters Values
Simulation Ns-2
Protocol AODV
Movement Model RPGM

Traffic source

Constant Bit rate (CBR)

Simulation area

1000 m x 1000 m

Simulation Time 200 sec
# of nodes 20
Pause time 5,10, 20, 30 & 40
Nodes speed 20m/s
# node of sources 8
TABLE III. VARYING PAUSE TIME (RPGM-MODEL)
Parameters Values
Simulation Ns-2
Protocol AODV
Movement Model RPGM

Traffic source

Constant Bit rate (CBR)

Simulation area

1000 m x 1000 m

Simulation Time

200 sec

http://ijacsa.thesai.org/
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# of nodes 40
Pause time 5,10, 20, 30 & 40
Nodes speed 20m/s
# node of sources 30
TABLE IV. VARYING PAUSE TIME (RPGM-MODEL)
Parameters Values
Simulation Ns-2
Protocol AODV
Movement Model RPGM

Traffic source Constant Bit rate (CBR)

Simulation area 1000 m x 1000 m

Simulation Time 200 sec
# of nodes 80
Pause time 5, 10, 20, 30 & 40
Nodes speed 20m/s
# node of sources 40

V. PERFORMANCE METRICS

As RFC 2501 described, a number of performance metrics
that can be used for evaluating the performance of a routing
protocol for MANETS are four metrics. In addition, AODV
developers were used these four metrics [9]. Thus, in this
paper, we follow the general ideas described in RFC 2501 and
we used similar metrics such as Packet Delivery Ratio,
Average End-to-End Delay, Normalized Routing Load and
Routing Overhead (Normalized MAC Load). All these
performance metrics are important, but the packet delivery
ratio and average end-to-end delay are most important for
best-effort traffic. It does not mean that the other metrics are
meaningless, but it means that the two first metrics have high
priority than others. However, the normalized routing load is
important as it will be used to evaluate the efficiency of the
routing protocol. In order to calculate the Packet Delivery
Ratio, we collect all received data packets which are delivered
at the destination node and sum together than divide the total
Data packets sent by source associated with the agent type
AGT. As proactive protocols are normaly expected to have a
higher control overhead than reactive protocols, the TCP data
traffic application can cause additional packet loss and
network congestion at the intermediate nodes thus we used
CBR (continuous bit —rate) as data traffic generation in this
paper. Calculating Average End-to-end delay, At the
destination side we summarize the all receive packets(Recv-
Pkts) then store the transmission time for each successful data
and extracts the receiving time of that packet. These times are
included all possible delays in the network such as

Vol. 1, No. 6, December 2010

broadcasting latency, the intermediate nodes retransmission
delay, processing delay, queuing delay and propagation delay.
Based on this information we calculate the end-to-end delay to
summarize all those delays and divide by the number of Recv-
Pkts. Normalized MAC Load(NML), can be define as the
fraction of all control packets (routing control packets,
included Request-To-Send (RTS) which means a request
signal to next neighbor asking for if he can be ready to receive
his request, Clear-To-Send (CTS) which means an acceptance
for that request, Address Resolution Protocol (ARP) requests
and replies, and MAC ACKSs (incase using TCP ) divide the
total number of received data packets. The normalized routing
load (NRL), this metric is different from Normalized MAC
load (NML) and sometimes is difficult to distinguish each
other. The NRL concerns only received data packets at the
destination while NML take into the account all establishing
process for control packets in routing level not the agent
(AGT) level. The way of calculation of NRL is defined as the
fraction of all routing control packets sent by all nodes divide
the number of received data packets at the destination nodes.

VI. RESULTS AND ANALYZES

A. Routing Overhead Using Rpgm

This metric presents how the network enquiry packets
control for intermediate nodes is huge. To evaluate the
network efficient, the routing overhead or Normalized MAC
Load plays a significant roll. Thus it is vital for this paper to
figure out the vectors which can be involved the increasing of
the network routing overhead. However, minimizing the
network overhead is maximizing the network resources
utilization with better performance. Figure 4 presents the
experiment result for routing overhead. The Figure 4 shows
that the overhead is direct proportional to pause time. It
indicates that the overhead increases while the pause time is
increased. This experiment tested five different values of
pause time, namely 5, 10, 20, 30 & 40 sec. The figure 4
illustrated four scenarios and each has a different value than
others. These scenarios have been analyzed one by one as we
get a better overview.

Look at the scenario one, when the pause time is 5 sec the
overhead is 54, when we increase the pause time to 10 sec the
overhead became 186, then 330, 408 and finally when the
pause time increase up to 40 sec the overhead is worst.
Second scenario, this scenario is totally different from
previous scenario because the overhead started 442 while
scenario one the overhead started 54, because of varying node
density in the network. But the principle is stil same because
when the pause time is increased the overhead is also
increased. The Scenarios three and four are some as these two
scenarios, increase the pause time, the overhead goes up. So,
seeing the scenarios in the Figure 4 the overhead is definatly
proportional to pause time and obviously the overhead will be
low when the pause time is small. Thus, this experiment shows
that choosing a smaller pause time, gives the optimal setting
for node pause time and indicates that the average
performance of AODV protocol is when the node pause time
is between 5 sec and 10 sec.
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¥ Scenariol: 10 nodes
B Scenario2: 20 nodes
1 Scenario3: 40 nodes
¥ Scenariod: 80 nodes

RPGM-Model Routing Overheadvs Pause Time
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Figure 4. Routing overhead using

A. Packet Delivery Fraction Using RPGM

Figure 5 shows the result of Packet Delivery Fraction
(PDF). This part of analyzing is important as it describes the
rate of packets drop as well as it affects the overall network
throughput that the network can support. Figure 5 shows that
the packets delivery ratios is mostly constant whether the the
pause time increases or not. Only the scenario one shows little
bit flactuation where the pause time for 10 and 20 are 95.06%
and 93.35 % respectively. Scenarios two, three and four have
shown the best result and most values are between 98 % and
99%. Nonetheless, the overall results for the packets delivery
ratios based on RPGM model indicate that the packet delivery
is very smooth for all scenarios.

RPGM-Model B Scenariol: 10 nodes

Packet Deliver Fraction vs Pause Time B Scenario2: 20 nodes

1 Scenario3: 40 nodes
B Scenario4: 80 nodes

-
o oo o
1= =) S

=~
S

Packet Delivery Fraction(%)

20 1

5 10 20 30 40

Pause Time(sec)

Figure 5. Packet Delivery Fractions
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B. Normalizing Routing Load Using RPGM

Figure 6 shows the simulation for Normalized Routing
Load with the RPGM model. The objective of this part of
analyzing is to investigate the impact of varying pause time on
the normalizing route load in the network. The Figure 6 shows
the scenarios of the simulation for normalizing routing load. It
shows that as the pause time increases, the normalized routing
load increases. For instance, when the pause time is 5 in
scenario one the normalized routing load shows 0.05 % .
Then we increased the pause time up to 10, 20, 30 and 40 in
same scenario, the results show 0.18%, 0.33 %, 0.39 % and
0.40 % respectively. This analyzing indicates that as the pause
time goes up, the result gets worest which meas that the
network becomes more and more congested in terms of traffic
load.

The rest of scenarios are almost same as previous scenario
(scenario one) and show when ever the pause time increases
the result of NRL increases, but scenarios two and three have
shown when the pause time is 30 and 10 the result do not
follow the previous results which were increasing when the
pause time increases instead they decrease in this time as can
be seen in the Figure 6 the results show 0.16 % and 0.34 %.
Since the most of results are shown the same direction when
the pause time is increased, we can assume these two cases are
accidently happen because of the ad hoc network behavior is
very changeable. NRL represents the number of routing
packets transmitted per data packet delivered at the
destination, as it to evaluate the efficient of protocol’s
performance. However, in this experiment indicates that when
the pause time is between 5 and 10 sec is the optimal setting
for AODV protocol when using RPGM model.

RPGM-Model B Scenariol: 10 nodes

Normalized Routing Load vs Pause Time
¥ Scenario2: 20 nodes
1 Scenario3: 40 nodes

H Scenariod: 80 nodes
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0.60
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0.40 1
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0.20

Normalized Routing Load(NRL %)

0.10
0.00

5 10 20 30 40

Pause Time (sec)

Figure 6. Normalized Routing Load

C. Result for Average end to End Delay

Figure 7 illustrates average end to end delay result for
RPGM model. The Figure 7 shows that the delay of scenario
one where the pause times are varying from 5, 10, 20, 30 and
40 sec. It shows when the the pause time is 30 the average end
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to end delay is 11.81 %. So, the pause time is increased to10
and the result for this scenario is also increased up to 113.23
%. Then we increased the pause time up to 20, so the delay is
also increased up to 204.43%. Again, the pause time is
increased from 20 to 30 but as the figure 7 indicates in
scenario one the result decreased 178.44%. Finally, we
increased the pause time up to 40 and result decreased as well
135.22%. It seems that the average end to end delay is not that
much affected by the varying of pause time. We expected that
the lower pause time will have a better performance average
end to end delay than the higher pause time according to other
parameters results in Figures 4, 5 & 6. Normally, the network
parameters are depending on one other, and usually there is no
one parameter that cannot be affected by another vector in
order to be independent completely. However, the explanation
lies in that the delay can be independent to some extent.

RPGM-Model B Scenariol: 10 nodes

Averageend to end Delay vs Pause Time B Scenario2: 20 nodes
Scenario3: 40 nodes
B Scenariod: 80 nodes
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Figure 7. Average end to end Delay

D. Packet Loss

The Figure 8 presents data packets drop. In ttheoretical,
the reactive routing protocols and proactive routing protocols
differ drastically in the fact that they belong to two different
routing families. Reactive routing protocol generates or flood
packets on demand only, in order to reduce routing loads.
Proactive protocol frequently updates the routing tables
regardless of need. This proactive periodically message
exchanging, causes tremendous routing overhead. These
overhead can lead dropped data packets in the network. In
contrary, the proactive routing protocols are expected less
routing overhead because there is no need periodically
information exchange to update the tables. This minimizing of
information exchange for reactive routing protocol is an
advantage for reactive routing protocol and will lead
minimizing dropped data packets. However, the proactive
routing protocols have also different behavior. AODV has
more overhead than other reactive routing protocols caused by
AODV route query and routing overhead is proportional to the
number of route queries. For instance, the source node for
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AODV will send a RREQ message if it does not know the
route to the destination. The source waits for a while, if the
source sends the second transmission of the RREQ message
and does not receive RREP message within a time interval, it
will drop the first packet in the queue and repeats the same
procedure for the second data packet in the queue.

In addition, if one of the forwarding nodes cannot success
to find a valid route to the destination will drop all data
packets from its queue. Here we are going to examine the
pause time optimal setting for AODV protocol in packet drop
using RPGM as a model. The results have shown that the
dropped data packets in this experiment are very reasonable
and much better than expected results. Because, as above
mentioned the AODV protocol has heavy routing overhead
which can cause a significant drop data packets. The Figure 8
shows that dropped data packets for the scenario one are 2, 59,
90, 55 &59. First experiment in this scenario has only 2
packets lost while the second third, fourth and fifth
experiments have 59, 90, 55 and 59 packets lost respectively.
Drops for scenario two are 49, 68, 83, & 158 while third
scenario results are 81, 83, 61 & 170 and 167. However, the
three first scenarios optimal setting is when the pause times
are 5 and 10.

RPGM-Model B Scenariol: 10 nodes
Packets Drop vs Pause Time .
B Scenario2: 20 nodes

Scenario3: 40 nodes

H Scenariod: 80 nodes

Packets Drop

5 10 20 30 40

Pause Time (sec)

Figure 8. Packet drop

VII. CONCLUSION

This paper, we have conducted several experiments and
analyzed the effects of pause time varying to evaluate the
performance of AODV protocol based on RPGM as a
reference model. The simulation results evaluated the
performance of the routing protocol with regard five
performance metrics such as Packet Delivery Ratio, Average
end to end delay, Packet Drop, Routing overhead and
Normalized routing load. The experiment results for all
scenarios present that the low pause time, the high
performance of the protocol. The experimentation also
suggests that several parameters such as traffic patterns, node
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density are also affect the routing performance and need to be
investigated with various scenarios. Further study also needs
to be done with additional analysis with different mobility
models.
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Abstract —The term legal research generally refers to the process
of identifying and retrieving appropriate information necessary
to support legal decision-making from past case records. At
present, the process is mostly manual, but some traditional
technologies such as keyword searching are commonly used to
speed the process up. But a keyword search is not a
comprehensive search to cater to the requirements of legal
research as the search result includes too many false hits in terms
of irrelevant case records. Hence the present generic tools cannot
be used to automate legal research.

This paper presents a framework which was developed by
combining several ‘Text Mining’ techniques to automate the
process overcoming the difficulties in the existing methods.
Further, the research also identifies the possible enhancements
that could be done to enhance the effectiveness of the framework.

Keywords —Text Mining; Legal Research; Term Weighting; Vector
Space

. INTRODUCTION

Legal research is the process of identifying and retrieving
information necessary to support legal decision-making. In its
broadest sense, legal research includes each step of a course of
action that begins with an analysis of the facts of a problem and
concludes with the application and communication of the
results of the investigation [1].

The processes of legal research vary according to the
country and the legal system involved. However, legal research
generally involves tasks such as finding primary sources of
law, or primary authority, in a given jurisdiction (cases,
statutes, regulations, etc.), searching secondary authority for
background information about a legal topic (law review, legal
treatise, legal encyclopedias, etc.), and searching non-legal
sources for investigative or supporting information. Legal
research is performed by anyone with a need for legal
information including lawyers, law librarians, law students,
legal researchers etc., Sources of legal information range from
decided cases, printed books, to free legal research websites
and information portals [2].

Manually performing legal research is time consuming and
difficult. Because of that, some traditional tools have been
introduced. There are essentially only two types of tools which
help users find legal materials in the Internet, they are
commonly known as catalogs and search engines.
Combinations of catalogs and search engines in the same site

are now becoming more common, and such combinations are
often referred to as 'portals’. Despite the existence of these
research aids, finding legal information on the internet is
surprisingly difficult, partly because neither catalogs nor search
engines used alone can provide a satisfactory solution. A
general keyword search contains too much false hits. It is
difficult to make searches precise enough to find only the
relevant information.

In this case, the search should not be just a keyword search;
instead an intelligent search should be carried out according to
the meaning of the search text. This research presents a
methodological framework based on text mining to automate
legal research by focusing on the retrieval of exact information
specifically necessary for legal information processing. The
proposed approach uses a term-based text mining system and a
vector space model for the development of the framework.

Il.  RELATED WORK

Data mining is the process of sorting through large amounts
of data and picking out relevant information. It is usually used
by business intelligence organizations, and financial analysts,
but is increasingly being used in the sciences to extract
information from the enormous data sets generated by modern
experimental and observational methods. It has been described
as “the nontrivial extraction of implicit, previously unknown,
and potentially useful information from data” and “the science
of extracting useful information from large data sets or
databases” [3].

Text mining, sometimes alternately referred to as text data
mining, refers generally to the process of deriving high quality
information from text. High quality information is typically
derived through the division of patterns and trends through
means such as statistical pattern learning. Text mining usually
involves the process of structuring the input text (usually
parsing, along with the addition of some derived linguistic
features and the removal of others, and subsequent insertion
into a database), deriving patterns within the structured data,
and finally evaluation and interpretation of the output. 'High
quality' in text mining usually refers to some combination of
relevance, novelty, and interestingness. Typical text mining
tasks include text categorization, text clustering, and
concept/entity extraction, production of granular taxonomies,
sentiment analysis, document summarization, and entity
relation modeling [4-5].
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A. Dependency Analysis based Text Mining

One of the approaches in text mining is dependency based
analysis. In [6-8] several methodologies in this area are
presented. In [6], a text simplification approach is presented,
whereas [7-8] present dependency analysis. Long and
complicated sentences pose various problems to many state-of-
the-art natural language technologies. For example, in parsing,
as sentences become syntactically more complex, the number
of parses increases, and there is a greater likelihood for an
incorrect parse. In machine translation, complex sentences lead
to increased ambiguity and potentially unsatisfactory
translations. Complicated sentences can also lead to confusion
in assembly/use/maintenance manuals for complex equipment

[6].

Articulation-points are defined to be those points where
sentences may be split for simplification. Segments of a
sentence between two articulation points may be extracted as
simplified sentences. The nature of the segments delineated by
the articulation points depends on the type of the structural
analysis performed. If the sentences are viewed as linear strings
of words, articulation points can be defined to be, say,
punctuation marks. If the words in the input are also tagged
with part of speech information, sentences can be split based on
the category information, for instance at relative pronouns, with
part of speech information, subordinating and coordinating
conjunctions may also be detected and used as articulation
points. However, with just this information, the span of the
subordinating/coordinating clause would be difficult to
determine. On the other hand, if the sentence is annotated with
phrasal bracketing, the beginnings and ends of phrases could
also be articulation points.

The sentences in the training data are first processed to
identify phrases that denote names of people, names of places
or designations. These phrases are converted effectively to
single lexical items. Each training sentence Si, along with its
associated j (simplified) sentences Sil to Sij, is then processed
using the Lightweight Dependency Analyzer (LDA) [7].

The resulting dependency representations of Si and Sil
through Sij are ‘'chunked. Chunking collapses certain
substructures of the dependency representation (noun phrases
and verb groups) and allows defining the syntax of a sentence
at a coarser granularity. Chunking also makes the phrasal
structure explicit, while maintaining dependency information.
Thus, this approach has the benefit of both phrasal and
dependency representations.

LDA is a heuristic based, linear time, deterministic
algorithm which is not forced to produce dependency linkages
spanning the entire sentence. LDA can produce a number of
partial linkages since it is driven primarily by the need to
satisfy local constraints without being forced to construct a
single dependency linkage that spans the entire input. This, in
fact, contributes to the robustness of LDA and promises to be a
useful tool for parsing sentence fragments that are rampant in
speech utterances exemplified by the switchboard corpus [7].
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B. Text Mining at the Term Level

Most efforts in Knowledge Discovery in Databases (KDD)
have focused on knowledge discovery in structured databases,
despite the tremendous amount of online information that
appears only in collections of unstructured text. At abstract
level, KDD is concerned with the methods and techniques for
making sense of data. The main problem addressed by the
KDD process is mapping low-level data into other forms that
might be more compact, more abstract, or more useful. At the
core of the process is the application of specific data-mining
methods for pattern discovery and extraction. Previous
approaches to text mining have used either tags attached to
documents [9] or words contained in the documents [10].

The exploitation of untagged, full text documents therefore
requires some additional linguistic pre-processing, allowing the
automated extraction from the documents of linguistic elements
more complex than simple words. Normalized terms are used
here, i.e. sequences of one or more lemmatized word forms (or
lemmas) associated with their part-of-speech tags. “stock/N
market/N” or “annual/Adj interest/N rate/N” are typical
examples of such normalized terms [11]. In [11], an approach
is presented to text mining, which is based on extracting
meaningful terms from documents. The system described in
this paper begins with collections of raw documents, without
any labels or tags. Documents are first labeled with terms
extracted directly from the documents. Next, the terms and
additional higher-level entities (that are organized in a
hierarchical taxonomy) are used to support a range of KDD
operations on the documents. The frequency of co-occurrence
of terms can provide the foundation for a wide range of KDD
operations on collections of textual documents, such as finding
sets of documents whose term distributions differ significantly
from that of the full collection, other related collections, or
collections from other points in time.

The next step is the Linguistic Preprocessing that includes
Tokenization, Part-of- Speech tagging and Lemmatization.
The objective of the Part-of-Speech tagging is to automatically
associate morpho-syntactic categories such as noun, verb,
adjective, etc., to the words in the document. In [12], a
Transformation-Based Error-Driven Learning approach is
presented for Part-of- Speech tagging. The other modules are
Term Generation and Term Filtering.

In the Term Generation stage, sequences of tagged lemmas
are selected as potential term candidates on the basis of
relevant morpho-syntactic patterns (such as “Noun Noun”,
“Noun Preposition Noun”, “Adjective Noun”, etc.). The
candidate combination stage is performed in several passes. In
each pass, association coefficient between each pair of adjacent
terms is calculated and a decision is made whether they should
be combined. In the case of competing possibilities (such as (t1
t2) and (t2 t3) in (t1 t2 t3)), the pair having the better
association coefficient is replaced first. The documents are then
updated by converting all combined terms into atomic terms by
concatenating the terms with an underscore. The whole
procedure is then iterated until no new terms are generated
[11].
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In generating terms, it is important to use a filter that
preserves higher precision and recall. The corpus is tagged, and
a linguistic filter will only accept specific part-of-speech
sequences. The choice of the linguistic filter affects the
precision and recall of the results: having a ‘closed' filter, which
is strict regarding the part-of-speech sequences it accepts, (like
only Noun +...) will improve the precision but will have a bad
effect on recall [13]. On the other hand, an 'open’ filter, which
accepts more part-of-speech sequences, such as prepositions,
adjectives and nouns, will have the opposite result. In [14], a
linguistic filter is chosen, staying somewhere in the middle,
accepting strings consisting of adjectives and nouns:

(Noun | Adjective) + Noun

However, the choice of using this specific filter depends on
the application: the construction of domain-specific dictionaries
requires high coverage, and would therefore allow low
precision in order to achieve high recall, while when speed is
required, high quality would be better appreciated, so that the
manual filtering of the extracted list of candidate terms can be
as fast as possible. So, in the first case we could choose an
‘open’ linguistic filter (e.g. one that accepts prepositions), while
in the second, a ‘closed' one (e.g. one that only accepts nouns).
The type of context involved in the extraction of candidate
terms is also an issue. At this stage of this work, the adjectives,
nouns and verbs are considered [14].

C. Term Weighting

The Term Generation stage produces a set of terms
associated with each document without taking into account the
relevance of these terms in the framework of the whole
document collection. The goal of term weighting is to assign to
each term found a specific score that measures the importance,
with respect to a certain goal, of the information represented by
the term.

The experimental evidence accumulated over the past
several years indicates that text indexing systems based on the
assignment of appropriately weighted single terms produce
retrieval results that are superior to those obtainable with other
more elaborate text representations. These results depend
crucially on the choice of effective term weighting systems.
The main function of a term weighting system is the
enhancement of retrieval effectiveness. Effective retrieval
depends on two main factors: on the one hand, items likely to
be relevant to the user’s needs must be retrieved; on the other
hand, items likely to be extraneous must be rejected [15]. The
research in this area have found various term weighting
schemes. In [15], the method called “TF-IDF Weighting
Scheme” is described and [14] describes a method called “C-
Value Method”.

I1l.  APPROACH

The input to the proposed system is a collection of law
reports. Law reports consist of two sections; namely the head
and the detail section. The head section summarizes the whole
law report and the detail section contains the detailed
information about the case. Only the head section is used for
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automated processing as it contains sufficient details for the
purpose.

Figure 1 shows the overall architecture of the proposed
system.

Mining
Process

Research

Law reports
Process

Repository

Processed law
reports repository

Figure 1: Overall Architecture of the Proposed System

The proposed system consists of two main components,
namely;

a. The mining process
b. The research process

The mining process is the main process in the framework
and to be completed prior to the research process. The mining
process is carried out on the entire collection of the law reports
of the repository. In this process, each document is analyzed
and information that should be used for legal research is
recorded in the processed law reports repository. Then the
research process is carried out on the processed law reports. In
this process, the text block is analyzed and the required
information is extracted and compared with each law report to
identify the matching reports.

The proposed approach uses text mining. More precisely, it
uses terms level text mining, which is based on extracting
meaningful terms from documents [11]. Each law report is
represented by a set of terms characterizing the document.

A.  The Mining Process

Figure 2 shows the architecture of the mining process. The
mining process goes through the stages shown in Figure 2 and
is based on the approach presented in [11]. The law reports are
stored in a repository and the mining process works on that.
Basically, one report at a time is taken, processed and the
required information are stored back along with the report.
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Linguistic
Preprocessing:
Tokenization > Term_
Part of Speech Generation
Tagging
Law reports
repository
A 4
Term Weighting

Processed law
reports repository
(Term information

recorded)

Figure 2: Architecture of the Mining Process

The first step is the Linguistic Preprocessing that includes
Tokenization and Part-of-Speech tagging. Here, the head part
of the law report is tokenized into parts and morpho-syntactic
categories such as noun, verb, adjective etc., are associated into
the words of the text. Each word in the corpus is given a
grammatical tag as noun, verb, adjective, adverb or preposition,
which is a prerequisite step to the next stage. A list of
predefined tags is used for tagging the words. Table A-1 in
Appendix lists the set of speech tags used.

Along with part-of-speech tagging, the other preprocessing
stage is ‘Chunking’. A chunk is a syntactically correlated part
of a language (i.e. noun phrase, verb phrase, etc.). Chunking is
the process of identifying those parts of language. Part-of-
speech tagging and chunking are bound together. As with part-
of-speech tagging, chunking also uses a tag list and is given in
Table A-2 in Appendix. A chunk tag is defined in the following
format.

<Prefix> - <Chunk Type>

Figure 3 shows a sample block of text that has been speech
tagged and chunked.

Fundamental/JJ/B-NP Rights/NNS/I-NP -/:/0 T
ransfer/NN/B-NP of/IN/B-PP petitioner/NN/EB-
NP as/IN/B-PP Principal/NNP/B-NP ,/,/0 Razi
ck/NNP/B-NP Fareed/NNP/I-NP Maha/NNP/I-NP V
|idyalaya/NNP/I-NP procured/VBN/B-VP by/IN/B
|-PP influence/NN/EB-NP or/CC/0 deceit/VE/B-V
P -/:/0 Petitioner/NNP/B-NP not/RB/B-ADJP e
iligible/JJ/I—ADJP for/IN/B-PP Principal/NNP
/B-NP 's/POS/B-NP post/NN/I-NP of/IN/B-FP t
hat/DT/B-NP school/NN/I-NP -/:/0 Subseguent
[/ JJ/B-NP appointment/NN/I-NFP of/IN/B-PP eli
lgible/JJ/B-NP candidate/NN/I-NP challenged/
VBD/B-VP -/:/0 Article/NN/B-NP 12/CD/I-NP |
|/ {/I-NP 1/CD/I-NP }/})/0 of/IN/B-PP the/DT/B
-NP Constitution/NNP/I-NP ././0 The/DT/B-NP

petitioner/NN/I-NP who/WP/B-NP was/VED/B-V

Mo 5wl THLAR NN Cxada AINAR N1 1 /AILT 0.~ )

Figure 3: A sample Part-of-Speech Tagged Text Block
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B. Term Generation

In the Term Generation stage, sequences of tagged lemmas
are selected as potential term candidates on the basis of
relevant morpho-syntactic patterns (such as “Noun Noun”,
“Adjective Noun”, etc.).

For the retention of higher accuracy and recall, only two
word terms are generated as the following.

(Adj | Noun) + Noun

When the term includes more number of words, then it will
have higher precision but lower recall. If the term includes only
one word, then it will have higher recall but lower precision.
To obtain a balanced precision and recall, by staying in the
middle only two word terms are used in this approach
[11],[13].

A stop word is a very common word that is useless in
determining the meaning of a document. Stop words do not
contribute a value for the meaning when selected as a term. So,
when that kind of words are included in the generated term set,
those terms are removed from the term set to preserve a clean
valuable term set and avoid misleading meanings. In the
context of legal research, the words contained in Table 1 are
considered as stop words.

TABLE I: STOP WORDS IN THE CONTEXT OF LEGAL RESEARCH

Stop Words

Petitioner
Complainant
Plaintiff
Plaintiff-respondent
Court

The Term Generation stage produces a set of terms
associated with each law report without taking into account the
relevance of these terms in the framework of the whole law
report collection.

The goal of term weighting is to assign each term found a
specific score that measures the importance, relative to a
certain goal, of the information represented by the term. A term
with a higher weight is a more important term then other terms.
The TF-IDF weighting method presented in [11] is used in this
framework due to its performance and easiness.

C. The Research Process

Research process shown in Figure 4 comes into action
when the mining process has been completed. This is the
search process used in the proposed framework to find out the
relevant law reports, according to the user’s legal research
criteria.
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User’s Matching law
input text Research reports
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to the relevance)

repository

ﬁ
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Figure 4: The Research Process

The research process is based on the input text block for the
legal research given by the user. The process works on the
mined repository of law reports, thus the mining process is
compulsory before the research stage. The outcome is the set of
matching law reports, sorted according to the relevance of the
reports to the input research text.

The research process mainly works on the input text block
for the legal research. A similar process as of mining the law
reports is carried out on the input text block. All the steps in the
mining process including linguistic pre-processing, term
generation, term weighting are done on the input text. In short,
the input text is treated like another document.

After generation of terms and weight assignment, the next
stage is document comparison. Vector space model is used for
comparing the input text (treating it as a document) against the
law reports in the repository. The law reports are represented in
terms of vectors (keywords) in a multi-dimensional space as
shown in Figure 5, and the theory called the “Cosine
Similarity” is used for comparison [16-23]. Using the cosine
formula shown in Figure 6, the cosine angle between the query
document and each law report in the repository is computed.
Then the matching reports are sorted in descending order based
on the cosine value that ranges between 0 and 1. This process
brings the most relevant law report to the query, to the top.

A (X1,¥1)

B (x2.y2)

Figure 5: Representation of Documents in Vector Space
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Figure 6: Formulas for Computing Cosine Similarity
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IV. PROTOTYPE IMPLEMENTATION

Prototype application was built using Java Platform,
Standard Edition. For part-of-speech tagging, text processing
library was used in a high-level manner, and the other parts of
the architecture are implemented using object orientation.

Figure 7 shows the user interface of the software. The user
interface can be divided in to two parts. The left side of the
interface is used for the storage of law reports and text mining,
while the right side of the interface has facilities for the
research process.

LER

Figure 7: User Interface of the Prototype Application

The text processing library used for part-of-speech tagging
uses a model based approach for the functionality. At the
startup of the application, the required components are initiated
and the models and other resources are loaded. Once loaded,
they can be used throughout the application reducing the
loading time during operations. This improves the efficiency of
the operations. Figure 8 shows the resource loading at the
startup.
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Figure 8: Resource Loading at the Startup of Application

When the law reports have been loaded to the repository,
mining should be carried out. The prototype has the facilities
for viewing intermediate results such as part-of-speech tagging
details, terms, weights etc., However, when a new law report is
loaded to the repository the mining process should be executed
in order to update the mining results according to the updated
state of the repository.

Figure 9 shows the result of the mining process with the
intermediate results window open.

- L o)

Figure 9: Results of Mining Process

Once the mining process is completed, the data is ready for
the research process. The user text based on which the research
process is to be carried out needs to be supplied to the
application through the user interface. During the research
process, first the user text will be analyzed and tagged as in the
mining process. Then the law reports in the repository are

Vol. 1, No. 6, December 2010

compared against the user text in order to find out the relevant
law reports. The interface application has the capability to
show the intermediate results of the research process as well.

Figure 10 shows the results after the completion of the
research process which is the last stage in the entire legal
research process. Similar to the results of the mining process,
the text tagging of the user text can also be viewed as
intermediate results at the end of the research process. At the
end of the research process, the results are presented on the
same interface with all the law reports with relevant
information. The law reports were organized in a descending
order based on the similarity score with the most relevant law
report on top. By selecting a law report in the interface, it is
also possible to see the information (matching terms) based on
which the user text and the law report were matched
highlighted and the similarity score computed for the reports.
The bottom most pane of the interface shows the verdict of the
case. This makes it easier for a reader to immediately know the
final judgment of the case without going through the reports
separately.

- L B

Weliaiour smremt - betas e bis

Figure 10: Final Results of the Legal Research Process

V. EVALUATION

The evaluation of the framework was carried out using the
prototype application described under Section IV. For the
purpose of evaluation, only the fundamental rights cases filed
at the Supreme Court of Sri Lanka were used. The reason for
using the fundamental rights cases was the relative easiness of
finding the case records as the Supreme Court and the Court of
Appeal are superior courts and the courts of record in Sri Lanka
and the Supreme Court is the final appellate court and its
rulings bind all the lower courts in Sri Lanka. Also only the
Supreme Court has the jurisdiction to hear fundamental rights
petitions in Sri Lanka. Hence, for the fundamental rights
petitions, the Supreme Court is the court of first instance.

All the other types of cases like civil cases, criminal cases
and intellectual property right violation cases need to be filed at
lower courts such as the District Court, High Court and the
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Commercial High Court respectively. These cases will be heard
by the Court of Appeal and the Supreme Court as appeal
applications against the verdict of lower courts. Hence, for
proper of legal research to be carried out, multiple case records
of the same case filed and argued at different courts need to be
analyzed. Hence, it was decided to concentrate only on
fundamental rights cases for simplicity.

Several fundamental rights case records were downloaded
in their raw forms from the Lawnet web site [24] that hosts
case records of all reported cases in Sri Lanka. All these case
records or law reports were input to system and the legal
research process was carried out using different user input text
as search text.

The results of the evaluation showed that the accuracy of
the reports retrieved were high. It could also be observed that
the ordering of the law reports based on the similarity score
was acceptable as most of the time the most relevant case
record had the highest similarity score and came on top. This
shows the high precision of the system finding the correct case
record based on the user input. Figure 11 shows the results of
the system for precision against the manual judgment for the
most relevant case record.

B Most Relevant
Case Record on
Top

® Most Relevant
Case Record Not
onTop

Figure 11: Result of Evaluation for Precision

When the search text was modified without changing
meaning, it also resulted in the same set of case records most of
the time. This shows the high recall of case records for the
same or similar user input. Figure 12 shows the results of the
evaluation for recall.

Vol. 1, No. 6, December 2010

B Sameset of Case
Records in
Results

H Different set of
Case Records in
Results

Figure 12: Results of Evaluation for Recall

VI. CONCLUSIONS

This paper presents the results of the research carried out to
develop a framework to automate the often tedious time
consuming process of legal research. The end result of the
research is a framework which is based on a combination of
several text mining techniques. Finally the framework
developed was tested for accuracy using a prototype
application and fundamental rights case records. Accuracy of
the results in terms of precision and recall were shown to be
very high.

As the future work, this can be extended to handle all types
of law reports in addition to the fundamental rights cases. The
accuracy can be further enhanced by using a comprehensively
updated stop words list and a set of predefined terms to be
introduced along with the dropping of candidate terms. The
weighting scheme can also be upgraded to include context
information.
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Abstract— Most digital image forgery detection techniques
require the doubtful image to be uncompressed and in high
quality. However, most image acquisition and editing tools use
the JPEG standard for image compression. The histogram of
Discrete Cosine Transform coefficients contains information on
the compression parameters for JPEGs and previously
compressed bitmaps. In this paper we present a straightforward
method to estimate the quantization table from the peaks of the
histogram of DCT coefficients. The estimated table is then used
with two distortion measures to deem images as untouched or
forged. Testing the procedure on a large set of images gave a
reasonable average estimation accuracy of 80% that increases up
to 88% with increasing quality factors. Forgery detection tests on
four different types of tampering resulted in an average false
negative rate of 7.95% and 4.35% for the two measures
respectively.

Keywords: Digital image forensics; forgery detection; compression
history; Quantization tables.

. INTRODUCTION

Due to the nature of digital media and the advanced digital
image processing techniques provided by image editing
software, adversaries may now easily alter and repackage
digital content forming an ever rising threat in the public
domain. Hence, ensuring that media content is credible and
has not been “retouched” is becoming an issue of eminent
importance for both governmental security and commercial
applications. As a result, research is being conducted for
developing authentication methods and tamper detection
techniques. Mainly, active authentication include digital
watermarking and digital signatures, while passive methods
tend to exploit inconsistencies that in the natural statistics of
digital images occur as a result of manipulation.

JPEG images are the most widely used image format,
particularly in digital cameras, due to its efficiency of
compression and may require special treatment in image
forensics applications because of the effect of quantization and
data loss. Usually JPEG compression introduces blocking
artifacts and hence one of the standard approaches is to use
inconsistencies in these blocking fingerprints as a reliable
indicator of possible tampering [1]. These can also be used to
determine what method of forgery was used. Many passive
schemes have been developed based on these fingerprints to
detect re-sampling [2] and copy-paste [3,4]. Other methods try
to identify bitmap compression history using Maximum
Likelihood Estimation (MLE) [5,6], or by modeling the
distribution of quantized DCT coefficients, like the use of
Benford’s law [7], or modeling acquisition devices [8]. Image

acquisition devices (cameras, scanners, medical imaging
devices) are configured differently in order to balance
compression and quality. As described in [9,10], these
differences can be used to identify the source camera model of
an image. Moreover, Farid [11] describes JPEG ghosts as an
approach to detect parts of an image that were compressed at
lower qualities than the rest of the image and uses to detect
composites.

In this paper we present a straightforward method for
estimating the quantization table of single JPEG compressed
images and bitmaps. We verify the observation that while
ignoring error terms, the maximum peak of the approximated
histogram of a DCT coefficient matches the quantization step
for that coefficient. This can help in determining compression
history, i.e. if the bitmap was previously compressed and the
quantization table that was used, which is particularly useful in
applications like image authentication, artifact removal, and
recompression with less distortion.

After estimating the quantization table, both average
distortion measure and blocking artifact measure are
calculated based on the estimated table to verify the
authenticity of the image.

All simulations were done on images from the UCID [12].
Performance for estimating Q for single JEPG images was
tested against two techniques that are relevant in how the
guantization steps are acquired; MLE [5,6], and power
spectrum [1]. For the other abovementioned techniques (e.g.
Benford's), they are said to work on bitmaps. Investigating
performance for previously compressed bitmaps can be found
in [13]. The rest of the paper is organized as follows. In
section 2 we begin with a brief review of the JPEG baseline
procedure and then show how the quantization steps can be
determined from the peaks of the approximated histogram of
DCT coefficients. We also present the two distortion measure
used in evaluation. Testing and performance evaluation are
discussed and section 3, where we demonstrate the use of
estimated quantization table with the distortion measures in
classifying test images and exposing forged parts. Finally,
section 4 is for conclusions.

I. A STRAIGHTFORWARD APPROACH FOR QUANIZATION
TABLE ESTIMATION IN JPEG IMAGES

The JPEG standard baseline compression for color
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Fig. 1. Histogram of (a) [X4(3,3)| formed as periodic spaced peaks and (b)
|X*(3,3)| formed as periodic spaced sets of peaks. The DCT coefficients were
quantized with step size Q(3,3)=10 during compression.

photographs consists of four lossy transform steps and yields a
compressed stream of data:

(1) RGB to YC,C, color space conversion.
(2) CyC, subsampling.
(3) Discrete Cosine Transform (DCT) of 8x8 pixel blocks.

(4) Quantization: X(i, j) =round(D(, j)/Q(i, j)) , where
at frequency (i,j), D is the DCT coefficient, Q is the (i,j)" entry
in the quantization table, and X is the resulting quantized
coefficient.

Equivalently, a decompression process involves
(1) Dequantization: X (i, j) = X (i, )Q(i, j) .
(2) Inverse Discrete Cosine Transform (IDCT).
(3) CuvC; interpolation.

(4) YC,C, to RGB color space conversion.

One of the most useful aspects in characterizing the
behavior of JPEG compressed images is the histogram of DCT
coefficients which typically has a Gaussian distribution for the
DC component and a Laplacian distribution for the AC
components [5,6]. The quantized coefficients are recovered, in
step (1) of the dequantizer above, as multiples of Q(i,j).
Specifically, if Xq(i,j) is a dequantized coefficient in the DCT
domain, it can be expressed as kQ(i,j), where Q(i,j) is the (i,j)"
entry of the quantization table, and k is an integer. The
estimation of Q(i,j) is direct from the histogram of Xy(i,j) but
Xq(i,j) is an intermediate result and is discarded after
decompression. Theoretically, Xq(i,j) can be recalculated as
DCT(Xq(i,j)) since IDCT is reversible. Nevertheless in reallty
the DCT of an image block usually generates X(i,j), which is
not exactly Xq(ij), but an approximation of it. In our
experiments, we show that Q(ij) can also be directly
determined from histogram of X'(i,j). Fig. 1(a) and (b) show a
typical absolute discrete histogram of X(3,3) and X'(3,3)
respectively, for all blocks of an image. Nonzero entries occur
mainly at multiples of Q(3,3)=10.

There are two main sources of error introduced during the
IDCT calculation, mainly rounding and clipping, to keep the
pixel levels integral and within the same range as a typical 8-

Vol. 1, No. 6, December 2010
bit image (0-255). The decaying envelopes of the histograms
in Fig. 1 are roughly Gaussian although have shorter tails, at
which the approximation error |x (i, j)— X, (i, j)| is limited.

The reason according to [6] is that as the rounding error
for each pixel does not exceed 0.5, the total rounding error is

0 6 i 5 i 8 8 0

9 7 8 9 5 0 1 0

(b)

Fig. 2. (a) test image compressed with QF = 80 and (b) its
corresponding quantization table.

bounded by
r=|X"(i.j)- X, (i.0) < B(i.)
i iz| (1)
- ZO.S c(u) ¢(v) |cos (urilim o (2v+1)jr|
v 16 16
1 otherwise

So, I" can be modeled as a truncated Gaussian distribution
in the range +B and zero outside that range [6].

Now if we closely observe the histogram of X'(i,j) outside
the main lobe (zero and its proximity), we notice that the
maximum peak occurs at a value that is equal to the
quantization step used to quantize Xq(ij). This means that
rounding errors has less significance and could be ignored in
the estimation. On the other hand, clipping or truncation errors
are more significant and cannot be compensated for. Hence in
our experiments, we leave out saturated blocks when creating
the histogram. Fig. 2 shows a test image compressed with
quality factor 80, and the corresponding quantization table.
Fig. 3(a) and (b) show H the absolute histograms of DCT
coefficients of the image from Fig. 2(a) at frequencies (3,3)
and (3,4), respectively. Notice that the maximum peak for
(3,3) occurs at 6 which is equal to Q(3,3). Also for (3,4), the
highest peak is at value 10, which corresponds to the (3,4)"
entry of the quantization table. Because in JPEG compression,
the brightness (the DC coefficient) or shading across the tile
(the 3 lowest AC coefficients) must be reproduced fairly
accurately, there is enough information in the histogram data
to retain Q(i,j) for low frequencies. We have verified that
the highest peak outside the main lobe corresponds to g, for
all low frequency coefficients.

18|Page

http://ijacsa.thesai.org/



(IJACSA) International Journal of Advanced Computer Science and Applications,

And since the texture (middle frequency AC coefficients)
can be represented less accurately, the histogram of these
frequencies may not be a suitable candidate for our
observation. Indeed, we found that, for coefficients
highlighted in gray in Fig. 2(b), the maximum peak occurs at a
value that does not match the specific quantization step.
However, we investigated peaks at parts of H where error is
minimal, i.e. outside +B and concluded that the observation
still applies with condition. The maximum peak above B, (that
is when | X(i,j)|>B) occurred at a value matching the Q(i,j),
Fig. 3(c) and (d). For a particular frequency (i,j), it is possible

that no peaks are detected outside the main lobe. This occurs
with heavy compression when the quantization step used is

TABLE I. DIFFERENCE BETWEEN ESTIMATED AND ORIGINAL Q
QF=175 QF=80
olojo|lo|2|0o|0]1 slojoflo|1]o]o
o|jo|jo|jO0O|O0O0]oO 0|0 o|jojo0o|jO0O|O|O|O]|O
olojo|lo|o|o|o]o olojo|lo|o|lo|o]o
olojo|lo|o|o|o]o oloj9lo|o|lo|o]o
olojo|lo|o|o|o]o olojo|lo|o|lo|o]o
olojlolo]|o|o|o]Xx olojo|lo|o|o]|o]x
olojoflo]o|o|x]x olojo|o|o|o]|x]x
olofoflo|x|x|x]x olojo|o|x|x]|x]x

large and hence X'(i,j) becomes small and sometimes
quantized to zeros for all blocks. The histogram decays rapidly
to zero showing no periodic structure. Hence we do not have
enough information to determine Q(i,j). Table 1 shows the
difference between estimated Q table using the above method,
and the original table for two quality factors. The X’s mark the
“undetermined” coefficients.

The next step is to use the estimated table to verify the
authenticity of the image by computing a distortion measure
and then comparing it to a preset threshold. One measure is the
average distortion measure. This is calculated as a function of
the remainders of DCT coefficients with respect to the original
Q matrix:

8-> > med(DG, ).QG ) @

8
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Fig. 3. Absolute histogram of (a) X"(3,3) where Hx occurs at Q(3,3)=6.
(b) X"(3,4) where Hps occurs at Q(3,4) = 10 (c) X'(5,4) where Hyax 0CCUS
at Q(5,4)=22. (d) X*(7,5) where Hps occurs at Q(7,5) = 41.

where D(i,j) and Q(i,j) are the DCT coefficient and the
corresponding quantization table entry at position (i,j). An
image block having a large average distortion value indicates
that it is very different from what it should be and is likely to
belong to a forged image. Averaged over the entire image, this
measure can be used for making a decision about authenticity
of the image.

Another measure is the blocking artifact measure, BAM
[1], which is caused by the nature of the JPEG compression
method. The blocking artifacts of an image block will change

a lot by tampering and therefore, inconsistencies in
blocking artifacts serve as evidence that the image has been
“touched”. It is computed from the Q table as:

Bz(n) = Z

8 8
i=1l j=1

Q(, )
B(n) is the estimated blocking artifact for testing block n,
D(i,j) and Q(i,j) are the same as in (2).

DG, §) - Q. ) round[ DG, DJ 3)

Il.  EXPERIMENTAL RESUTLS AND DISCUSSION

A. Estimation Accuracy

We created a dataset of image to serve as our test data. The
set consisted of 550 uncompressed images collected from
different sources (more than five camera models), in addition
to some from the public domain Uncompressed Color Image
Database (UCID), which provides a benchmark for image
processing analysis [12]. For color images, only the luminance
plane is investigated at this stage. Each of these images was
compressed with different standard quality factors, [50, 55, 60,
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65, 70, 75, 80, 85, and 90]. This yielded 550x9 = 4,950
untouched images. For each quality factor group, an image’s
histogram of DCT coefficients at one certain frequency was
generated and used to determine the corresponding
quantization step at that frequency according to section 2. This
was repeated for all the 64 histograms of DCT coefficients.
The resulting quantization table was compared to the image’s
known table and the percentage of correctly estimated
coefficients was recorded. Also, the estimated table was used
in equations (2) and (3) to determine the image’s average
distortion and blocking artifact measures, respectively. These
values were recorded and used later to set a threshold value for
distinguishing forgeries from untouched images.

The above procedure was applied to all images in the
dataset. Table 2 shows the accuracy of the used method for
each tested quality factor averaged over the whole set of
images. It shows that quality factor of 75 gives a percentage of
around 80%. This is reasonable as this average quality factor
yields the best image quality-compression tradeoff and hence
the histograms have enough data to accurately define the
quantization steps. As the quality factor decreases, estimation
accuracy drops steadily. This, as explained earlier, is due to
heavy quantization and corresponding large steps used with
lower qualities. Histograms convey no data to predict the
compression values. For higher quality factors, it is predictable
that performance tend to improve which is apparent in the
rising values in Table 2. Nevertheless, notice the drop in
estimation for very high quality factors (95 and 100). This is

Vol. 1, No. 6, December 2010
If most low frequency steps are 1 then we consider QF = 100
and output the corresponding table of 64 ones.

To verify that a wide range of quantization tables, standard
and non standard can be estimated, we created another image
set of 100 JPEG images from different sources as our arbitrary
test set. Each image’s quantization table was estimated and the
percentage of correctly estimated coefficients recorded. This
gave an average percentage of correct estimation of 86.45%.

Maximum Likelihood methods for estimating Q tables [5-
6], tend to search for all possible Q(i,j) for each DCT
coefficient over the whole image which can be
computationally exhaustive. Furthermore, they can only detect
standard compression factors since they re-compress the
image by a sequence of preset quality factors. This can also be
a time consuming process. Other methods [1, 8] estimate the
first few (often first 3x3) low frequency coefficients and then
search through lookup tables for matching standard tables. Ye
et. al [1], proposed a new quantization table estimation based
on the power spectrum, PS, of the histogram of DCT
coefficients. They constructed a low-pass filtered version of
the second derivative of the PS and found that the number of
local minima plus one equals the quantization step. Only the
first 32 coefficients are used in the estimation because high
frequency DCT coefficients would be all zero when quantized
by large step. The authors of that work did not provide filter
specifications, and we believe through experimenting, that
there are no unanimous low-pass filter parameters for all
quality factors or for all frequency bands. This means that

TABLE II. PERCENTAGE OF CORRECTLY ESTIMATED COEFFICIENTS FOR SEVERLA QFS
50 55 60 65 70 75 80 85 90 95 100

66.9 69.2 72.0 742 76.9 79.4 82.3 85.5 88.2 66.33 52.71
either we use different settings for each group of Q steps, or
TABLE I11. AVERAGE ESTIMATION ACCURACY AGAINST OTHER METHODS use one filter to get a few low frequencies and then retrieve the
FOR DIFFERENT QUALITY FACTORS. rest of the table through matching in lookup tables. We found
QF Method 50 60 70 80 90 that a 1x3 Gaussian filter with a large cutoff frequency gave
the best possible results when tested on a number of images.
MLE 59.12 63.75 86.25 86.34 70.50 We used the filter to estimate the first nine AC coefficients
Power Spectrum 6537 c8.8a 7575 012 5175 and recorded the percentage (_)f correct estimation. Tables 3
_ and 4 show the estimation time and accuracy of the MLE
Maximum Peak 96.04 | 9769 | 9733 | 9189 | 7333 method and power spectrum method against our method for

due to very small quantization steps. The peaks of the
histogram are no longer distinguishable as “bumps” outside
the zero vicinity, but rather show as quick swinging.
Moreover, most of the lower steps for such high qualities have
the values of 1 or 2, which are very close to zero (for QF=100,
all entries of the Q table are 1’s and no compression takes
place). In our method, we remove zero and its neighborhood
which are all the next lower points until we hit a mount again.
These values removed before estimation causes our method to
always fail to estimate a step size of 1. The only case we
manage to record a 1 is when the histogram of 1 is larger than
the histogram of 0 which sometimes occur within lower
frequencies. As for higher frequencies, they often give
erroneous results. One way to correct them is to threshold the
number of entries in the resulting table having the value of 1.

different quality factors averaged over 500 test images of size
640x480 from the UCID. While MLE requires double the
time, the average time in seconds for the latter two methods is
very close while the average accuracy of the power spectrum
method using the specified filter was around 77%. We believe
filter choice is crucial but since we could not optimize a fixed
set of parameters, we did not investigate the method any
further.

B. Forfery Detection

To create the image set used for forgery testing, we
selected 500 images from the untouched image set. Each of
these images was processed in a way and saved with different
quality factors. More specifically, each image was subjected to
four kinds of common forgeries; cropping, rotation,
composition, and brightness changes. Cropping forgeries were
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done by deleting some columns and rows from the original
image to simulate cropping from the left, top, right, and
bottom. For rotation forgeries, an image was rotated by 270°.
Copy-paste forgeries were done by copying a block of pixels
randomly from an arbitrary image and then placing it in the
original image. Random values were added to every pixel of
the image to simulate brightness change. The resulting fake
images were then saved with the following quality factors [60,
70, 80, and 90]. Repeating this for all selected images
produced total of (500x4) x 4 = 8,000 images. Next, the
quantization table for each of these images was estimated as
above and used to calculate the image’s average distortion,

(2), and the blocking artifact, (3), measures, respectively.

The scattered dots in Fig. 4 show the values of the average
distortion for 500 untouched images (averaged for all quality
factors for each image) while the cross marks show the
average distortion values for 500 images from the forged
dataset. As the figure shows, the values are distinguished to
distortion measure and hence the values for forged images
tend to cluster higher than those for untampered images.

8

8.

Avurage Distaortion Maasure
s & =

s r, . , }.'-\:'ﬁ" ) :.' Y. L
AL HIRY SV AR s
160 20 300 500
Image Index

Fig. 4. Average distortion measure for untouched and tampered images.

Through practical experiments we tested the distortion
measure for untouched images against several threshold values
and calculated the corresponding false positive rate FPR (the
number of untouched images deemed as forged.), i.e., the
number of values above the threshold. Optimally, we aim for a
threshold that gives nearly zero false positive. However, we
had to take into account the false negatives (the number of
tampered images deemed as untampered) that may occur when
testing for forgeries. Hence, we require a threshold value
keeping both FPR and the FNR low. But since we rather have
an untampered show up as tampered, rather than the other way
round, we chose a threshold that is biased towards false
positive rate. We selected a vale that gave FPR of 12.6% and a
lower FNR as possible for the different types of forgeries. The
horizontal line marks the selected threshold t = 30. Similarly,
the same set of images was used with the BAM and the
threshold was selected to be t = 20, with a corresponding FPR
of 6.8%.

Fig. 5 shows the false negative rate (FNR) for the different
forgeries at different quality factors. The solid line represents
the FNR for the average distortion measure, while the dashed
line is for the blocking artifact measure. Each line is labeled
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with the average FNR over all images. As expected, as QF
increases, a better estimate of the quantization matrix of the
original untampered image is obtained, and as a result the
error percentage decreases. Notice that cropping needs to
destroy the normal JPEG grid alignment in order to achieve
high distortion and hence mark the image as possible fake.
This is because if the picture happens to be aligned perfectly
to the original grid after cropping, then the cropping forgery
would go undetected in this case. Similarly, detecting copy-
paste forgery is possible since the pasted part fails to fit
perfectly into the original JPEG compressed image. As a
result, when the distortion metric is calculated, it exceeds the
detection threshold. Charts show that the blocking artifact
measure recorded a lower threshold and usually lower FNR
than average distortion measure. Generally, the performance
of the two measures is relatively close for brightened and
rotated images. However, BAM is more sensitive to cropping
and compositing since it works on the JPEG’s “grid” and these
two manipulations tend to destroy that natural grid. Brightness
manipulated images are the most ones likely to go undetected

TABLE IV. AVERAGE ESTIMATION TIME (FIRST 3x3) AGAINST
OTHER METHODS FOR DIFFERENT QUALITY FACTORS.
QF Method 50 60 70 80 90
MLE 2229 | 2235 | 2231 | 22.26 | 2221

Power Spectrum 11.37 | 11.26 | 10.82 | 10.82 | 11.27

Maximum Peak 11.27 | 11.29 | 11.30 | 11.30 | 11.30

as they leave the grid intact.
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Fig. 5. False negative rate for two distortion measures, calculated for
different forgery types.

Fig. 6(a) and (b) show two untouched images that are used
to make a composite image (c). Part of the car from the second
images was copied and pasted into the first image and the
result was saved with different compression factors. The
resulting distortion measures for the composite image are
shown in Fig. 6(d) through (g). The dark parts denote low
distortion whereas brighter parts indicate high distortion
values. Notice the highest values corresponding to the part
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pasted from the second image and hence marking the forged
area. Apparently as the quality factor increases, detection
performance increases. Moreover, if the forged image was
saved as a bitmap, detecting inconsistencies becomes easier as
no quantization, hence loss of data, takes place. This can help
in establishing bitmap compression history.

I1l.  CONCLUSIONS

We showed in this paper that while ignoring quantization
rounding errors, we still can achieve reasonably high
quantization table estimation accuracy through computing a
histogram once for each DCT coefficient. The maximum peak
method, although straightforward gives good estimation
results while neglecting rounding error. Hence, this reduces
the need to statistically model rounding errors and hence
reduces computations and time. It was tested against MLE
method that models round off errors as modified Gaussian,
and proved to require half the time with no degraded accuracy,
if not better for some quality factors.

We have found through extensive test that the method
estimates all low frequencies in addition to a good percentage
of the high frequencies. Hence, this reduces the need for
lookup tables and matching overtime as a large percentage of
the table can be reliably estimated directly from the histogram
(even some high frequencies). And by "large percentage™ we
mean enough entries to compute the distortion measure
correctly without further searching in lookup tables. Also this
means that arbitrary step sizes can be estimated which are
often used in different brands of digital cameras.

The method was tested against the power spectrum method
and proved to require nearly the same estimation time with
improved accuracy. However, eliminating the need for lookup
tables will naturally affect execution time since we will have
to process all 64 entries not just the first 9.

Nevertheless, for images heavily compressed, the
histogram fails to estimate high frequencies. In this case, we
can always estimate the first few low frequency coefficients
and then search lookup tables for a matching Q table. Of
course this works only for standard compression table. Also
images with large homogenous areas may fail to give
estimation if we choose to exclude uniform blocks when
approximating the histogram. In addition, performance tends
to drop when an image is further compressed with a different
quality factor. In such cases, double quantization leaves its
traces in the histogram and methods for estimating primary
and secondary quantization tables can be used.

Maximum peak also works well for retrieving bitmaps
previous compression tables and using them for forgery
detection.

FUTURE WORK

Investigating the chroma planes and further testing on
bitmaps and multiple compressions is due as future work.
Also, after classifying an image, we require and approach that
can be used to identify which type of manipulations the image
underwent.

Vol. 1, No. 6, December 2010

Estimation of color space quantization tables: We have so

far addressed gray scale images and the luminance channel of

color images. A further study of the two chroma channels and

the histograms of their DCT coefficients, and hence

suggestion of possible methods for estimating the chroma
tables, are natural extension to this work.

Double Quantization: Double compressed images contain
specific artifacts that can be employed to distinguish them
from single compressed images. When creating composites,
the pasted portion will likely exhibit traces of a single
compression, while the rest of the image will exhibit signs of
double compression. This observation could in principle be
used to identify manipulated areas in digital images.

JPEG2000: provides better compression rates with respect
to quality compared to the standard JPEG compression. It is
based on Wavelet transforms, and constitutes an interesting
research topic in digital image forensics.
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(b) Original with QF = 70. (c) Composite image.
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Fig. 6. Two test images (a) and (b) used to produce a composite image (c). For each QF (d) through (g), the left column figures represents the average
distortion measure while the right column figures represents the blocking artifact measure for the image in (c).
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Abstract— In 1984, Shamir [1] introduced the concept of an
identity-based cryptosystem. In this system, each user needs to
visit a key authentication center (KAC) and identify him self
before joining a communication network. Once a user is
accepted, the KAC will provide him with a secret key. In this
way, if a user wants to communicate with others, he only needs to
know the “identity” of his communication partner and the public
key of the KAC. There is no public file required in this system.
However, Shamir did not succeed in constructing an identity
based cryptosystem, but only in constructing an identity-based
signature scheme. Meshram and Agrawal [4] have proposed an id
- based cryptosystem based on double discrete logarithm problem
which uses the public key cryptosystem based on double discrete
logarithm problem. In this paper, we propose the modification in
an id based cryptosystem based on the double discrete logarithm
problem and we consider the security against a conspiracy of
some entities in the proposed system and show the possibility of
establishing a more secure system.

Keywords- Public key Cryptosystem, Identity based Cryptosystem,
Discrete Logarithm Problem, Double Discrete Logarithm Problem.

. INTRODUCTION

In a network environment, secret session key needs to be
shared between two users to establish a secret communication.
While the number of users in the network is increasing, key
distribution will become a serious problem. In 1976, Diffie
and Hellman [6] introduced the concept of the public key
distribution system (PKDS). In the PKDS, each user needs to
select a secret key and compute a corresponding public key
stored in the public directory. The common secrete session
key, which will be shared between two users can then be
determined by either user, based on his own secret key and the
partner’s public key. Although the PKDS provides an elegant
way to solve the key distribution problem, the major concern
is the authentication of the public keys used in the
cryptographic algorithm.

Many attempts have been made to deal with the public key
authentication issue. Kohnfelder [7] used the RSA digital
sighature scheme to provide public key certification. His
system involves two kinds of public key cryptography: one is
in modular p, where p is a large prime number; the other is in
modular n, where n = p g, and p and q are large primes. Blom
[11] proposed a symmetric key generation system (SKGS
based on secret sharing schemes. The problems of SKGS

however, are the difficulty of choosing a suitable threshold
value and the requirement of large memory space for storing
the secret shadow of each user.

In 1984, Shamir [1] introduced the concept of an identity-
In this system; each user needs to visit a based cryptosystem.
Key authentication center (KAC) and identify him self before
joining the network. Once a user is accepted, the KAC will
provide him with a secret key. In this way, a user needs only
to know the “identity” of his communication partner and the
public key of the KAC, together with his secret key, to
communicate with others. There is no public file required in
this system. However, Shamir did not succeed in constructing
an identity-based cryptosystem, but only in constructing an
identity-based signature scheme. Since then, much research
has been devoted, especially in Japan, to various kinds of ID-
based cryptographic schemes. Okamoto et al. [10] proposed an
identity-based key distribution system in 1988, and later, Ohta
[12] extended their scheme for user identification. These
schemes use the RSA public key cryptosystem [18] for
operations in modular n, where n is a product of two large
primes, and the security of these schemes is based on the
computational difficulty of factoring this large composite
number n. Tsujii and Itoh [2] have proposed an ID- based
cryptosystem based on the discrete logarithm problem with
single discrete exponent which uses the ElGamal public key
cryptosystem. Meshram and Agrawal [5] have proposed an
ID- based cryptosystem based on the integer factoring and
double discrete logarithm problem which uses the public key
cryptosystem based on integer factoring and double discrete
logarithm problem. Meshram and Agrawal [4] have also
proposed an ID- based cryptosystem based on double discrete
logarithm problem which uses the public key cryptosystem
based on double discrete logarithm problem. Now we
Modified this cryptosystem for discrete logarithm problem
with distinct double discrete exponent because we face the
problem of solving double and triple distinct discrete
logarithm problem at the same time in the multiplicative group
of finite fields as compared to the other public key
cryptosystem where we face the difficulty of solving the
traditional discrete logarithm problem in the common group.

In this paper , we present modification in an ID based
cryptosystem based on the double discrete logarithm problem
with distinct discrete exponent (the basic idea of the proposed
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system comes on the public key cryptosystem based on double
discrete logarithm problem) here we describe further
considerations such as the security of the system, the
identification for senders. etc. our scheme does not require
any interactive preliminary communications in each message
transmission and any assumption except the intractability of
the discrete logarithm problem.(this assumption seems to be
quite reasonable)thus the proposed scheme is a concrete
example of an ID —based cryptosystem which satisfies
Shamir’s original concept [1] in a strict sense.

Il.  MODIFIED ID-BASED PuBLIC KEY CRYPTOSYSTEM

A. Implementation of the ID -Based Cryptosystem
Preparation for the center and each entity

Step 1. Each entity generates a k-dimensional binary vector
for his ID . We denote entity A’s ID by ID, as
follows ID, =(XA1,XA2, ......... ,XAk),XAJ- {0}
1< j<k) (1)
Each entity registers his 1D with the center, and the center
stores it in a public file.

Step 2.: The center generate two random prime number p
and g and compute

N = pq 2
Then the center chooses an arbitrary random number
el<e<@(N) , such that ged(e,@(N))=1 where
@o(N)=(p-1(g—12) is the Euler function of N then
center publishes (€, N) as the public key. Any entity can

compute the entity A'S extended ID,EID, by the
following:
EID, = (ID)°(mod N)
= (Yazs Yagresereeons Yo Xy €013 ,

1<j<t)E

where t = |N| is the numbers of bits of N .

Step 3. Center's secrete information: - The center chooses an
arbitrary large prime number P and  and compute

N = pq and also generated n-dimensional vector @& and m-

dimensional vector b over Z;(N) which satisfies

a=(a,a,,...... a,),b=(b,0, . b.) @

2<ab, S(p(N)—l,(lSiSn),(lsl <m),(m<n)
abl = abJ (mod(p —1)),1 = J (5)

Where | and J are n-dimensional binary vector and stores it
as the centers secret information. The condition of equation (5)
is necessary to avoid the accidental coincidence of some
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entities secrete key. A simple ways to generate the vectors a
and b is to use Merkle and Hellmans scheme [19].

Step 4: The center also chooses W which satisfies
ged(w, o(N)) =1 and w<| @(N)/n |, where | x |also

denote the floor function which implies the largest integer
smaller than compute X .

The center chooses a super increasing sequences
corresponding to @ and b as a,(1<i<n) &b @L<l <m)
satisfies

i-11-1

Z a'jb'j+v< @(N) where v=| p(N)/w| (6)

>.ajb;<e(N).(m<n) )
j=1
Tjhen the centre computes

ab,=albwmod(N))
c.=a,p,modw)(L<i<n)L<I<m)(m<n) (8)

Where

a=(a,a,,. a,),b=(b,b, ... b)) ©
Remark 1: it is clear that the vector @ and & defined by (9)

satisfies (4)-(5) the above scheme is one method of generating
an N and M dimensional vectors @ and & satisfies (4)-(5). In

this paper, we adopt the above scheme. However, another
method might be possible.

Step 5: The center also chooses an arbitrary integer t such
thate =(€,,€,,..eennee. €, ), satisfying gcd(g,, o(N)) =1,
,(1<i<t)and compute n-dimensional and m- dimensional

j k .
vectors DJ and [ respectively:

d/=ea,Mmode(N)@<i<n) (10)
D=d5dsdHask<m)
d =g b,(modp(N)L<1<m)(m<n) (11)

. i k
Since [) " and [ are one to one system.

Step 5 Center public information: The center chooses two

arbitrary generators & and f of Z o(N) and computes n-

dimensional vector h using generator & & m-dimensional
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vector ¢ using generator /3 corresponding to the vector

aand b .

h=(h,hy ... 0 ), g=(9, 0 .0,) (12)
h. =« (mod N),[L<i<n),
g, = B” (mod N),(1< 1 <m) (13)

The center informs each entity (N,a,ﬂ,h,g) as public
information.

Step 6. Each entity secrete key: Entity A'S secrete keys S,
and S, are given by inner product of aand b (the centre’s

secret information) and EID, (entity A'S extended ID, see
eqgn.3)

s, = (] EID,(mod ¢(N))

= > d,Vx(modg(N))

I<j<n
(14)
s, = EID,(mod ¢(N))

= > d |y, (modg(N))

1<j<n

(15)

B. System Initialization Parameters
Center Secrete information

a : n -dimensional vector and b m-dimensional vector
{see (8)-(9)}
Center public information
h : n -dimensional vector & g m-dimensional vector {see
eqn.(12-13)} p and Q:large prime numbers, € : random

integers , two generator & and 3 of Z;(N).
Entity A'S secrete keys S, and S, = entity A'S public
information = 1D, ,k-dimensional vector.

C. Protocol of the proposed cryptosystem

Without loss of generality suppose that entity B wishes to
send message M to entity A.

Encryption
Entity B generates EID , (Entity A's extended 1D, see eqn.3)

from 1D, . It then computes 7/1 and 7/2 from corresponding

public information h and g and EID, .

7,~(TT hY&) raan)

1<i<n
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~(TT (&)™) moan)

1<i<n
=0[];sne'aiy~(m°d‘”m»(mod N)
=am§d'jy~(m°d"’m»(mod N)
= o >*(mod N)

y/\l €
y,=CIT 9;™) modn)
1<I<m
Y AR

-(TT (™)) (modn)

1<I<m

:ﬂ%e'ﬂ'y“(md(pm»(mod N)
- ﬂémd' yAI(mOd(ﬂ(N»(mod N)

= IB S*(mod N)
Entity B use 7/1 and 7/2 in Public key cryptosystem

based on double discrete logarithm problem.

Let M(L<M <N) be entity B’s message to be
transmitted. Entity B select two random integer U and V such
that (2 <uv < @(N)—1) and computes

C,=¢ (modN)
CZ:IBV(mod N)

E=M (71)u(7/2)v(m°d N)

=M (ClSC fb)(mod N)
The cipher text is given by C =(C,,C , E)-

Decryption
To recover the plaintext M from the cipher text

Entity A should do the following Compute
C,”™* (mod N) = C, ™ (mod N)
And C,*™™ (mod N) =C, ™ (mod N)
Recover the plaintext M = (C[Saszsb E) (mod N)

I1l.  SECURITY ANALYSIS

The security of the proposed ID based cryptosystem is
based on the intractability of the discrete logarithm problem. It
is very difficult to give formal proofs for the security of a

32|Page

http://ijacsa.thesai.org/



(IJACSA) International Journal of Advanced Computer Science and Applications,

cryptosystem, in the following; we analyze some possible
attacks against the above schemes and show that the security
of these attacks is based on the DLP assumption.

1. An intruder should solve a discrete logarithm problem

twice to obtain the private key given the public as
following: In this encryption the public key is given by

(N,e,a,,B, 7/1,7/2) and the corresponding secret key

is given by(Sa, Sb) :
To obtain the private key (Sa) he should solve the DLP

S, = Ioga(ozSa )(mod N)
To obtain the private key (Sb) he should solve the DLP

s, = log ﬁ(ﬁsb )(mod N)
This information is equivalent to computing the discrete
logarithm problem over multiplicative cyclic group Z;(N)

and corresponding secrete key S, and S, will never be

revealed to the public.
An attacker might try to impersonate user A by developing
some relation between W  and w' since

7, =Y " (mod N) and 7/1’ =Y "% (mod N) Similarly
7,=Y"(modN) and 7, =Y"*(modN) by

’
. ! H 1
knowing 7,75, W, W the intruder can derive y, and 72 @

4 L 4 L
7, =y, (modN)and 3, =y," " (modN) without
knowing S, and S, however trying to obtain W from « and
[ is equivalent to compute the discrete logarithm problem.

IV. CONCLUSION

In this paper present the modification in an ID-based
cryptosystem based on double discrete logarithm problem with
distinct discrete exponents in the multiplicative group of finite
fields. The proposed scheme satisfies Shamir’s original
concepts in a strict sense, i.e. it does not require any
interactive preliminary communications in each data
transmission and has no assumption that tamper free modules
are available. This kind of scheme definitely provides a new
scheme with a longer and higher level of security than that
based on a double discrete logarithm problem with distinct
discrete exponents. The proposed scheme also requires
minimal operations in encryption and decryption algorithms
and thus makes it is very efficient. The present paper provides
the special result from the security point of view, because we
face the problem of solving double and triple distinct discrete
logarithm problem at the same time in the multiplicative group
of finite fields as compared to the other public key

Vol. 1, No.6, December 2010

cryptosystem, where we face the difficulty of solving the
traditional discrete logarithm problem in the common groups.
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Abstract—Within  wireless base station system design,
manufacturers continue to seek ways to add value and
performance while increasing differentiation. Transmit/receive
functionality has become an area of focus as designers attempt to
address the need to move data from very high frequency sample
rates to chip processing rates. Digital Up Converter (DUC) and
Digital Down Converter (DDC) are used as sample rate
converters. These are the important block in every digital
communication system; hence there is a need for effective
implementation of sample rate converter so that cost can be
reduced. With the recent advances in FPGA technology, the more
complex devices providing high-speed as required in DSP
applications are available. The filter implementation in FPGA,
utilizing the dedicated hardware resources can effectively achieve
application-specific integrated circuit (ASIC)-like performance
while reducing development time cost and risks. So in this paper
the technique for an efficient design of DDC for reducing sample
rate is being suggested which meets the specifications of WiMAX
system. Its effective implementation also ensures the pathway for
the efficient applications in VLSI designs. Different design
configurations for the sample rate converter are explored. The
sample rate converter can be designed using half band filters,
fixed FIR filters, poly-phase filters, CIC filters or even farrow
filters.

Keywords: WiMAX; Half Band filter; FIR filter; CIC Filter;
Farrow Filter; FPGA.

l. INTRODUCTION

Sample rate conversion (SRC) is the process of changing
the sampling rate of a data stream from a specific sampling
rate (e.g. the input/output hardware rate) to another sampling
rate (e.g. the application rate). With the conversion of
communication and software markets, SRC is becoming a
necessary component in many of today's applications
including Digital Mixing Consoles and Digital Audio
Workstations, CD-R, MD Recorders, Multitrack Digital Audio
and Video Tape Recorders, Digital Audio Broadcast
Equipment, Digital Tape Recorders, Computer
Communication and Multimedia Systems. In most of these
applications, a very high quality sample rate converter is
required. Most high quality SRCs currently available on the
market employ a digital filter that provides the required
quality by up-sampling the data to a very high sampling rate
followed by down-sampling to the required output sampling
rate. The digital filters have also emerged as a strong option
for removing noise, shaping spectrum, and minimizing inter-
symbol interference in communication architectures. These
filters have become popular because their precise
reproducibility allows design engineers to achieve
performance levels that are difficult to obtain with analog
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filters. The Cascaded Integrator Comb (CIC) filter is a digital
filter which is employed for multiplier-less realization. This
type of filter has extensive applications in low-cost
implementation of interpolators and decimators. However,
there is a problem of pass-band droop, which can be
eliminated using compensation techniques. The Farrow filters
is another class of digital filters which are used extensively in
arbitrary sample rate conversions and fractionally delaying the
samples. They have poly-phase structure and are very efficient
for digital filtering. In addition to this, Field-Programmable
gate Array (FPGA) has become an extremely cost-effective
means of off-loading computationally intensive digital signal
processing algorithms to improve overall system performance.

In this paper for Sample Rate Converter, CIC filter with
and without compensation technique are implemented on
FPGA. Farrow filters are also implemented for fractional
delay and arbitrary change in sample rate conversion. Both of
these filter configurations provide a better performance than
the common filter structures in terms of speed of operation,
cost, and power consumption in real-time. These filters are
implemented in Altera Stratix-11-EP2S15F484C3 FPGA and
simulated with the help of Quartus Il v9.1sp2.

A. Cascaded Integrator Comb (CIC) Filters

The CIC filter is a multiplier free filter that can handle
large rate changes. It was proposed by Eugene Hogenauer in
1981 [1]. It is formed by integrating basic 1-bit integrators and
1-bit differentiators. It uses limited storage as it can be
constructed using just adders and delay elements. That’s why
it is also well suited for FPGA and ASIC implementation. The
CIC filter can also be implemented very efficiently in
hardware due to its symmetric structure.

The CIC filter is a combination of digital integrator and
digital differentiator stages, which can perform the operation
of digital low pass filtering and decimation at the same time.
The transfer function of the CIC filter in z-domain is given in

equation (1) [1].
1—z 7% .
H(z) = (F) (1)

In equation (1), K is the oversampling ratio and L is the
order of the filter. The numerator (1 — z %) represents the
transfer function of a differentiator and the denominator

(1/(1 —z™ )% indicates the transfer function of an
integrator.
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Integrators

Figure 1: CIC Filter [2]

The CIC filter first performs the averaging operation then
follows it with the decimation. A simple block diagram of a
first order CIC filter is shown in Figure 1. Here the clock
divider circuit divides the oversampling clock signal by the
oversampling ratio, M after the integrator stage. The same
output can be achieved by having the decimation stage
between integrator stage and comb stage. By dividing the
clock frequency by M the delay buffer depth requirement of
the comb section is reduced. In Figure 1, the integrator
operates at the sampling clock frequency, while the
differentiator operates at down sampled clock frequency of fs/
M. By operating the differentiator at lower frequencies, a
reduction in the power consumption is achieved.

A very poor magnitude characteristic of the comb filter is
improved by cascading several identical comb filters. The
transfer function H (z) of the multistage comb filter composed
of K identical single stage comb filters is given by

K
HE) = (L1220 @)
z)=|———
N1—z1
Figure 2 shows how the multistage realization improves
the selectivity and the stop-band attenuation of the overall
filter: the selectivity and the stop-band attenuation are
augmented with the increase of the number of comb filter
sections. The filter has multiple nulls with multiplicity equal to
the number of the sections (K). Consequently, the stop-band
attenuation in the null intervals is very high. Figure 3

illustrates a monotonic decrease of the magnitude response in
the pass-band, called the pass-band droop.

0}
-20}

=40 |

Gamn, dB

ou |

-80 |
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Figure 2: CIC filter gain responses: single-stage K= 1, two-stage K=2,
three-stage K=3 and four-stage K=4. [3]
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Figure 3: CIC Filter Gain Response: Pass-band Droop for Figure 2. [3]

B. CIC filter for sample rate conversion

The CIC filters are utilized in multirate systems for
constructing digital Upconverter and Downconverter. The
ability of comb filter to perform filtering without
multiplications is very attractive to be applied to high rate
signals. Moreover, CIC filters are convenient for large
conversion factors since the low-pass bandwidth is very small.
In multistage decimators with a large conversion factor, the
comb filter is the best solution for the first decimation stage,
whereas in interpolators, the comb filter is convenient for the
last interpolation stage.

C. CIC filters for Decimators

The basic concept of a CIC decimator is explained in
Figure 4. Figure 4(a) shows the factor-of-N decimator
consisting of the K-stage CIC filter and the factor-of-N down-
sampler. Applying the third identity, the factor-of-N down-
sampler is moved and placed behind the integrator section and
before the comb section; see Figure 4(b). Finally, the CIC
decimator is implemented as a cascade of K integrators,
factor-of-N down-sampler, and the cascade of K differentiator
(comb) sections. The integrator portion operates at the input
data rate, whereas the differentiator (comb) portion operates at
the N times lower sampling rate.
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(b)

i K dif) ditx

Figure 4: Block diagram representation of CIC decimator:
(a) Cascade of CIC filter and down-sampler.
(b) Cascade of integrator section, down-sampler, and comb section.
(c) Implementation structure consisting of the cascade of K integrators,
down sampler, and the cascade of K differentiators. [3]

D. CIC filters in Interpolators

The basic concept of a CIC interpolator is shown in Figure
5. Figure 5 (a) depicts the factor-of-N interpolator consisting
of the factor-of-N up-sampler and the K-stage CIC filter.
Applying the sixth identity, the factor-of-N up-sampler is
moved and placed behind the differentiator (comb) section and
before the integrator section; see Figure 5 (b). Finally, the CIC
interpolator is implemented as a cascade of K differentiator
(comb) sections, factor-of-N down-sampler, and the cascade
of K integrators. The comb portion operates at the input data
rate, whereas the integrator portion operates at the N times
higher sampling rate.

P i)
ff?;{? e T E Trern

det it K mi 1 mt K

Figure 5: Block diagram representation of CIC interpolator:
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(a) Cascade of up-sampler and CIC filter.
(b) Cascade of comb section, down-sampler, and integrator section.
(c) Implementation structure consisting of the cascade of K differentiators,
down sampler, and the cascade of K integrators. [3]

The configuration composed as a cascade of interpolators
and differentiators (differentiators and interpolators) separated
by a down-sampler (up-sampler) is called recursive realization
structure, or a CIC realization structure. The advantage of CIC
decimators and interpolators is the ability of sampling rate
conversion without multiplying operations. This is of
particular interest when operating at high frequencies.
Considering the implementation aspects of CIC filters, one
should expect the register overflow, since the integrator has a
unity feedback. Actually, the register overflow is a reality in
all integrator stages. It is shown that the register overflow is of
no consequence if the two’s complement arithmetic is used
and the range of the number system is equal to or exceeds the
maximum magnitude expected at the output of the composite
filter. In order to avoid register overflow in the integrator
section, the word-length has to be equal to or greater than

(W, + K log; N) bits, where W, is the word-length in bits of the
input signal.
E. CIC filters in decimation and interpolation
A CIC filter can be used as a first stage in decimation
when the overall conversion ratio M is factorable as
M=NXR (3)

The overall factor-of-M sampling rate conversion system
can be implemented by cascading a factor-of-N CIC decimator
and a factor-of-R FIR decimator as shown in Figure 6(a). The
corresponding single-stage equivalent is given in Figure 6(b).

When constructing an interpolator with a conversion factor
L factorable as

L=R XN (4)

"'["l { 11-2 " T _\'[m]
T’ N1-z" —= IN r6) —= IR l,—:l‘,:
xfn] o T vm]
e gl == Tz ' > >

F, {”'J - s F,=F/N

Figure 6: Two-stage decimator composed of a CIC filter and an FIR filter:
(a) Cascade implementation.
(b) Single-stage equivalent

It might be beneficial to implement the last stage as a CIC
interpolator. The first stage is usually implemented as an FIR
filter. Figure 7(a) depicts the two-stage interpolator consisting
of the cascade of a factor of R FIR interpolator and a factor of
N CIC interpolator. The corresponding single-stage equivalent
is shown in Figure 7(b)

In the two-stage solutions of Figures 6 and 7, the role of
CIC decimator (interpolator) is to convert the sampling rate by
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the large conversion factor N, whereas the FIR filter T(z)
provides the desired transition band of the overall decimator
(interpolator) and compensates the pass-band characteristic of
the CIC filter.

10 | y[w]

ol — | e o e
ﬂ R ]~~R-r(:)r— N e Muim—
F, L ] LV 1-2 F,=F uN

-

(ay

‘-]II'T“:) "l'"]

N |-
L= I F «FxN (b)

Figure 7: Two-stage interpolator composed of an FIR filter in the first
stage, and the CIC filter in the second stage:
(a) Cascade implementation.
(b) Single-stage equivalent [3]

Filter T (Z“) ensures the desired transition band,
compensates the pass-band droop of the comb filter of the first
stage. The CIC filter H(Z) has its two nulls just in the
undesired pass-bands of the periodic filter T (Z") that ensure
the requested stop-band attenuation of the target two-stage
decimator[3]. Finally, we compute the frequency response of
the overall two-stage decimation filter,

Hy(z) = H(2).T(z") (5)

0

Gan, dBH

£H0¢

« 100~
0

Figure 8: Gain responses of the CIC filter H (Z] (solid line), and that of

periodic FIR filter T (ZE) (dashed line).
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Figure 9: Gain responses of the two-stage decimator implemented as a
factor of 5 and a factor of 2.
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F. Filters with non integer Decimation factor: Farrow
Filters

When the decimation factor 1/R or the interpolation factor
R is an integral value, then the conversion of sampling rate can
be performed conveniently with the aid of fixed digital filters
[8]. In case of a scenario where the factors are irrational, it will
be impossible to use fixed digital filters directly. Moreover, if
R is considered as the ratio of two relatively large prime
integers, then, in the case of the conventional poly-phase
implementation, it is quiet essential that the orders of the
required filter become very large [8]. It means that a large
number of coefficients need to be stored in coefficient
memory. In sample rate conversion by non-integer factor, it is
required to determine the values between existing samples. In
this case, it is very convenient to use interpolation filters.
Among them, polynomial-based filters are generally assumed
to provide an efficient implementation form directly in digital
domain. Such filters witness an effective implementation
through Farrow structure or its higher version [8]-[13]. The
main advantage of the Farrow structure is based on the
presence of fixed finite-impulse response (FIR) filters as one
of its ingredients. Thus eventually there is only one
changeable parameter being the so-called fractional interval p.
Besides this, the control of p is easier during the operation
than in the corresponding coefficient memory implementations
[6], and the concept of arithmetic preciseness; not the memory
size limits the resolution of p. These characteristics of the
Farrow structure make it a very attractive structure to be
implemented using a VLSI circuit or a signal processor [6].

Consider the diagram shown in Figure 10. The dashed line
separates the filter into a section running at the input signal’s
sampling-rate and a section running at the output sampling
rate [5]. Note that the output is re-labeled to be y[m] rather
than y[n]. This is due to different input and output rates.
Notably, the fractional delay now denoted f, will now change
at every instant an output sample occurs.
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Qutput
rate

Figure 10: Multi-rate Farrow Filter

Now consider a case where the sampling rate is increased
by a factor of 2. Since for every input there are two outputs,
the value held in the delay register will be used twice. The first
time an input is used, Py will take on the value 0.5 and the
output will be computed as

Vol. 1, No. 6, December 2010
Il.  DESIGN EXAMPLES

This section illustrates the properties of the proposed filters
by means of design examples.

A. Comparison of CIC filters with and without
compensation:

The specifications for DDC for WiMAX are as follows:
e Input Sampling Frequency :91.392 MHz
e  Output Sampling Frequency:11.424 MHz

e Pass-band Edge :4.75 MHz
e Pass-band Ripple :0.14dB
e  Stop-band Attenuation 192 dB

1) Simulation results of CIC filter is as follows:

ylm] = 05(x[n—1] — x[n]) + x[n] = 0.5x[n— 1] + 0.

Before the input sample changes, one more output sample
will be computed. B, will take the value 0 and the output will
simply be

yvim+ 1] = x[n] (7)
Subsequently, the input sample will change; B, will be once
again set to 0.5 and so forth.

In summary, when increasing the sampling rate by a factor
of two, B, Will cycle between the values {0.5, 0} twice as fast
as the input, producing an output each time it changes.

In the general case, it is simply a matter of determining
which values § must take. The formula is simply

B = (”;f) mod 1 (8)

Where f, is the input sampling rate and f' is the output
sampling rate.

In order to perform non integer SRC one can use Farrow
structure or its modifications directly. However, in many
cases, it becomes more efficient to use cascaded structures
engineered by the modification of the Farrow structure and
fixed FIR, or multistage FIR filter [12], [13]. The main
advantage of using the cascaded structures instead of the direct
modification of the Farrow structure lies in the fact that in case
of joint optimization of the two building blocks the
computational complexity to generate practically the same
filtering performance is dramatically reduced. This is because
of the following reasons. First, the implementation of a fixed
linear phase FIR interpolator is not very costly, compared to
the Farrow structure. Second, most importantly, the
requirements for implementing the modification of the Farrow
structure become significantly milder. This is mainly because
of that the FIR filter takes care of pass-band and stop-band
shaping, where the Farrow-based structure should only take
care of attenuating images of FIR filter.

W'W\d"

Figure 11: Magnitude Response of DDC for WiMAX using CIC Filters

2) Simulation results of CIC filter with compensation is as
follows:

5 2 i
2 )
' |

Figure 12(a): Magnitude Response of DDC for WiMAX using CIC Filters
using compensation

Figure 12(b): Magnitude Response of DDC for WiMAX using CIC Filters
with Compensation

Both of the above filters are implemented in Altera’s
Stratix Il FPGA family with device number EP2S15F484C3.

TABLE 1: Comparison of implementation cost and speed analysis of CIC filter
and its cascaded structure with compensation:
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. Cascaded CIC Filter with
PROPERTY CIC Filter Compensation
Logic
Utilization 29% 63%
t., 7.425ns 6.654 ns
teq 7.379 ns 6.619 ns
Clock 203.54
Frequency MHz 21.91 MHz

From the above simulation and implementation results, it
can be concluded that the CIC filter are efficient for low-cost
implementations. Due to absence of multipliers, they also have
faster response. But the pass-band droop present in CIC filters
restricts the scope of applications. With compensation
technique, the response of CIC filter in pass-band is improved,
but at the cost of extra hardware.

B. Comparison of FIR and Farrow Sample Rate
Conversions:
Consider a design example to change the sampling rate by
a factor of 1.536 (192/125). The design to change the sample
rate by an arbitrary factor is considered. The results obtained
for the simulations are as follows:

Figure 13(a): Response of FIR SRC (blue) and Farrow SRC (green) for the
factor of 1.536 changes in sample rates.

Figure 13(b): Response of FIR SRC (blue) and Farrow SRC (green)

From figure 13, it is clear that the response of farrow
structure is better than the normal filter. Also, the efficiency of
farrow filters is more as compared to other one. Both of these
filters are also implemented efficiently in Altera’s Stratix II
FPGA family with device number EP2S15F484C3.

The MODELSIM simulation results of above designed
filters are shown in figure 14-17.
1. CONCLUSION

Sample rate conversion (SRC) is the process of changing
the sampling rate of a data stream from a specific sampling
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rate (e.g. the input/output hardware rate) to another sampling
rate (e.g. the application rate). Though the implementation of
Signal Processing systems on ASICs provide better optimized
devices, but the cost of such devices are rising. Also, the
specification alteration requires the complete re-design of the
system. With the recent advances in FPGA technology, the
more complex devices providing high-speed as required in
DSP applications are available. Also, the FPGA has advantage
of reconfiguration which provides an upper hand over ASIC
devices. The filter implementation in FPGA, utilizing the
dedicated hardware resources can effectively achieve
application-specific integrated circuit (ASIC)-like
performance while reducing development time cost and risks.

In this paper, CIC filter and cascaded CIC filer for
compensation is implemented in Altera’s Stratix II FPGA for
the specifications of Digital-Down Convertor of WiMAX.
Though the CIC filter have upper hand on the basis of cost of
implementation and speed, but the response of compensated
CIC filter proves to be more reliable.

Apart from CIC filters, Farrow filters are also implemented
on FPGA for SRC. Result shows that the Farrow filters are
more efficient and have better response then FIR filters for
arbitrary SRC Design.
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Abstract- Cloud computing is the new technology that has various
advantages and it is an adoptable technology in this present
scenario. The main advantage of the cloud computing is that this
technology reduces the cost effectiveness for the implementation of
the Hardware, software and License for all. This is the better peak
time to analyze the cloud and its implementation and better use it
for the development of the quality and low cost education for all
over the world. In this paper, we discuss how to influence on
cloud computing and influence on this technology to take education
to a wider mass of students over the country. We believe cloud
computing will surely improve the current system of education
and improve quality at an affordable cost.
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. INTRODUCTION

Cloud Computing has been one of the most booming
technology among the professional of Information
Technology and also the Business due to its Elasticity in the
space occupation and also the better support for the software
and the Infrastructure it attracts more technology specialist
towards it. Cloud plays the vital role in the Smart Economy,
and the possible regulatory changes required in implementing
better Applications by using the potential of Cloud Computing

[11[2]3]-

The main advantage of the cloud is that it gives the low
cost implementation for infrastructure and some higher
business units like Google, IBM, and Microsoft offer the
cloud for Free of cost for the Education system, so it can be
used in right way which will provide high quality education.
In this paper, we discussed back ground of this paper in
section 2, section 3 presented present scenario for existing
systems, in section 4 discussed the proposed cloud system for
education and section 5 illustrated merits and section 6
concluded with advantages.

1. BACKGROUND

The term cloud computing is being bandied about a lot
these days, mainly in the context of the future of the web. But
cloud computing potential doesn't begin and end with the
personal computer's transformation into a thin client - the
mobile platform is going to be heavily impacted by this
technology as well. At least that's the analysis being put forth
by ABI Research. Their recent report, Mobile Cloud
Computing, theorizes that the cloud will soon become a
disruptive force in the mobile world, eventually becoming the
dominant way in which mobile applications operate.
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With a Western-centric view of the world, it can
sometimes be hard to remember that not everyone owns a
smart phone. There are still a large number of markets
worldwide where the dominant phone is a feature phone.
While it's true that smart phones will grow in percentage and
feature phones will become more sophisticated in time, these
lower-end phones are not going away anytime soon. And it's
their very existence which will help drive the mobile cloud
computing trend.

Not only is there a broader audience using feature phones
in the world, there are also more web developers capable of
building mobile web applications than there are developers for
any other type of mobile device. Those factors, combined with
the fact that feature phones themselves are becoming more
capable with smarter built-in web browsers and more
alternative browsers available for download, will have an
impact on mobile cloud computing growth. As per the above
statements, we are proposing to use any software applications
on mobiles. They can use in even villages of rural areas in
India, because, in India most of the part is covered in rural
areas.

1. PRESENT SCENARIO

In this scenario cloud computing is being looked upon by
experts in various domains because of its advantages. Cloud
has been used in the business oriented unit and in the current
education system in India the teaching via web is not so
widely available and adapted. Even if it is available, it is
provided at a very high cost. This is mainly because of the
high cost of data storage and the software they make use of.
Cloud has generated many resources which can be used by
various educational institutions and streams where their
existing/proposed web based learning systems can be
implemented at low cost.

A. Benefits of Cloud Computing

The advantages that come with cloud computing can help
resolving some of the common challenges one might have
while supporting an educational institution. [4][5].

1) Cost

One can choose a subscription or in, some cases, pay-as-you-
go plan —~whichever works best with that organization business
model.

2) Flexibility
Infrastructure can be scaled to maximize investments. Cloud

42|Page

http://ijacsa.thesai.org/


mailto:sasicmca39@gmail.com
http://www.abiresearch.com/research/1003385-Mobile+Cloud+Computing
http://www.abiresearch.com/research/1003385-Mobile+Cloud+Computing

(1JACSA) International Journal of Advanced Computer Science and Applications,

computing allows dynamic scalability as demands fluctuate.
3) Accessibility

This help makes data and services publicly available without
make vulnerable sensitive information.

Code

A
Sw'c:‘r Mobile
Cloud Computing
Database PC
Cloud Computing
Kitchen
Sink

Figure 1: Cloud computing with various components

Some would resort to a cloud computing vendor because
of the lack of resources while others have the resources to
build their cloud computing applications, platforms and
hardware. But either way, components have to be
implemented with the expectation of optimal performance
when we are using through mobile terminals [7].

4) The Client — The End User

Everything ends with the client (mobile). The hardware
components, the application and everything else developed for
cloud computing will be used in the client. Without the client,
nothing will be possible. The client could come in two forms:
the hardware component or the combination of software and
hardware components. Although it’s a common conception
that cloud computing solely relies on the cloud (internet), there
are certain systems that requires pre-installed applications to
ensure smooth transition. In this work, all the pre-installed
applications can view by mobile devices though clouds. The
hardware on the other hand will be the platform where
everything has to be launched. Optimization is based on two
fronts: the local hardware capacity and the software security.
Through optimized hardware with security, the application
will launch seamlessly with mobile devices [7].

Cloud computing always has a purpose. One of the main
reasons cloud computing become popular is due to the
adoption of businesses as the easier way to implement
business processes. Cloud computing is all about processes
and the services launched through mobile cloud computing
always has to deal with processes with an expected output.

B. Services in Cloud Computing

Infrastructure as a Service. One can get on-demand
computing and storage to host, scale, and manage
applications and services. Using Microsoft data centers
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means one can scale with ease and speed to meet the
infrastructure needs of that entire organization or
individual departments within it, globally or locally [6].

Platform as a Service. The windows azure cloud platform
as a service consists of an operating system, a fully relational
database, message-based service bus, and a claims access
controller providing security-enhanced connectivity and
federated access for on premise applications. As a family of on-
demand services, the Windows Azure platforms offers
organization a familiar development experience, on-demand
scalability, and reduce time to market the applications.

Software as a Service. Microsoft hosts online services
that provide faculty, staff, and students with a consistent
experience across multiple devices.

Microsoft Live at edu provides students, staff, faculty,
and alumni long-term, primary e-mail addresses and other
applications that they can use to collaborate and communicate
online— all at no cost to your education institution.

Exchange Hosted Services offers online tools to help
organizations protect themselves from spam and malware,
satisfy retention requirements for e-discovery and
compliance, encrypt data to preserve confidentiality, and
maintain access to e-mail during and after emergency
situations.

Microsoft Dynamics CRM Online provides management
solutions deployed through Microsoft Office Outlook or an
Internet browser to help customers efficiently automate
workflows and centralize information. Office Web Apps
provide on-demand access to the Web-based version of the
Microsoft Office suite of applications, including Office
Word, Office Excel, and Office PowerPoint.’

C. Cloud computing usage

The cloud plays the main role in the business role and also
it is the only elastic data centre which wrapped around various
new technologies into it. The technology is most probably
used in the business oriented scenario than the service
motivated organization as per the survey did by us. According
to the Survey made during the month of October 2010 based
on the questionnaire prepared by us we found that a major part
of the survey group knew about cloud computing
(Figure. 1), 69% knew that cloud is used in business, 12%
knew it is used in education, 88% agree to implement the
cloud for education sector, 94% believes that the cloud
technology can reduce the cost of high quality education
system and most of them are unaware that the cloud is also
offered at low cost.

The following chart describes the statistical report
generated based on various surveys done on the cloud
computing methodologies and also based on the usage of the
cloud in various sectors like data sharing, web mail services,
store personal photos online applications such as Google
Documents or Adobe Photoshop Express, store personal
videos online, pay to store computer files online and also for
back up hard drive to an online site.

D. Requirements for Cloud
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In the previous generation of the information technology
the data sharing which led the path for the knowledge sharing
was not used by the users globally, in this generation the
various streams have the knowledge of e-Learning and the
Mobile based learning. In this present context the usage of the
central data centre is a easy process for the education system
however the cost of implementation and the maintenance of
the data storage space and also the load capability also
software licensing depends on the real time usage of these
systems. Business streams can make revenue out of those
expenses whereas for educational institutions which really
want to motivate the learners and want to offer a quality
education at affordable cost can achieve this by spending a
large amount. This can be overcome by the present cloud
computing technology that is "Pay as Use" (PAU).

V. PROPOSED SYSTEM FOR EDUCATION

In this proposed system the main advantage is that the
cloud computing has been used here to overcome all the
drawbacks of the present system. Cloud computing is
designed as that it can support any group of the users in all the
criteria like the software, hardware, infrastructure, storage
space everything is provided by the cloud and also the user has
to pay as much as they need and don't want to pay for unused
and not required as we do for the present data centers.

This cloud system has the cloud model and the client
model for its implementation. In the cloud model it is designed
as if its suits all the requirements and also the basic
consideration. Here the various devices are used and also it
has the device control, memory control, load control and
several organizing units with the resources like networks, high
bandwidth support also the main Security constrains with the
filters and the firewall for the better maintenance of the data
with proper backup methodology and now the system is ready
to provide the data from the cloud.

The main process of this cloud model (Figure. 2) is that it
provides the data manipulation operation with the load
control and also high authentication and the authorization that
too based on the external needs the size of the cloud usage
varies so flexible and elastic in means of the data storage and
the load accessibility but no compromise on security or the
data backup.

Data files
resources
Fabric Memory 2 !
Resources Resources Establishment irewalis
. IRariiritv
continuitv
User Devices
Virtualization CPU Repository

Resources Resources

Figure 2: The Cloud Model Infrastructure and its
Intearated resources
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In this client model (Figure. 3) where the data is to be
distributed, so that knowledge resources will be used by the
all sorts of user in the education streams. Here the
applications are developed which will mainly concentrate on
the invalid usage of cloud and the data has to be managed
and send to the user based on the various data centers
available so this client model will check for the registration
and valid clients to login into the system and use the
application and also the security is maintained in this model
so that the data are safeguarded. This model will be used to
access the data and share the knowledge.

Application-I
Application-II
Application-I11
Support N
and Security  Billing
Application-N

Figure 3: The Client Model Infrastructure and it’s integrate
resources and also the various processing layers in the model

A. Mobile- Learning

This is a system which is implemented for education using
cloud computing. The main objective of Mobile-Learning is
that the learners can get the knowledge from the centralized
shared resources at any time and any where they like to read
that too at free of cost.

Mobile-learning is a system where one can learn through
any source on topics of his choice without the need of storing
everything in his device. As-you-pay and that much can you
can use the services from the cloud data centers for learning
selected topics over mobile phone even you in a small village
or remote area. For example, if student want learn a JAVA
technologies from his agricultural land and works.

B. Functionality of Mobile-Learning

The person who wants to make use of Mobile-learning
(Figure. 4) has to register and get the credentials to use it via
web. It can also be downloading as a mobile application
which will be installed in the mobile and through the
GPRS/WIFI connectivity they can access the content over
the cloud and the user can select among various available
topics the one he needs. The topic might be Text based
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documents , audio and video files which will be buffered
from the cloud to that mobile user and downloaded in the
mobile if the memory is available in the mobile(if the user
wishes to do so). The user can read the documents, look at the
video tutorials, listen to lectures or seminars and finally
they can take up self assessments. They will be given a
results analysis so that they can evaluate their strengths &
weaknesses on their own. This system helps to "Learn while
you roam" and also education for all at any time any where
globally. Experts can also share their valid tutorials in to the
cloud for development of the education community.

Cloud Model

Data in Cloud

Mobile

Client Model

Figure 4: The Process flow of Mobile-Learning Cloud Computing

C. Mobile-Learning Cloud Model

In this cloud model (Figure 5) the User will access the
cloud space using his/her credentials so that the required data
will be shared from the cloud based on the client request only
for the authenticated user.

Data
Memory Process Layer
Storage —» Management |—
\ 4
Network Access i .
Firewall < Security

Figure 5: The Process flow of Mobile-Learning Cloud Model

In this paper, the process flow of mobile learning cloud as
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we shown in figure 5 which is having 6 steps. Data storage is
used for storing the huge data where users are retrieving or
handle the data from the data centers. Memory management is
organizing and manages the data which is coming from clouds
to mobile subscribers and process layer is interacting with
security firewalls and memory management.

D. Mobile-Learning Client Model

In this client model (Figure 6) the user has to download
this application and install in their Personal Digital
Assistance (PDA) devices or in their mobile phones. The
user has to connect to GPRS / Bluetooth / Wi-Fi and connect
to the cloud network and get the required topics and based on
the selected topic the materials will be downloaded to the
mobile for the reading process.

Data from

Learning
Cloud

— Materials in
Text/Images

Select a Topic

A 4

Stores Self
Assistance

A

Figure 6: The Process flow of Mobile-Learning Client Model

As we shown in figure 6, the mobile users retrieve the data
either in the form of text/video/voice from the cloud center.
The subscribers are select which they want to download or
retrieve from the data centers with the help of self assistance
and keep downloaded data at mobile database.

E. Advantages with Cloud in Mobile-Learning

In this Mobile-Learning the cloud plays a vital role
because the data sharing is the very important role of this
learning system, so cloud takes the responsibility of data
sharing security and also the load management during the
peak hours of access without affecting the network band
access. The cloud helps to increase the storage space if the data
content are posted more by the users and also during peak
hours the total number of user who uses the system will be
increased so the load has to be tolerated automatically. Some
of the companies offer the cloud at free of cost or at
economy prices so this cloud computing will helps in
offering the very quality high class education at affordable
price.

Today there are more direct applications for teaching and
learning as opposed to simple platform-independent tools and
scalable data storage

The web search found that organizations of all sizes were
using mobile devices for learning because technological
advances meant that there was no longer the need for large
infrastructure and support costs, and even small enterprises
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could deliver mobile learning simply by structuring learning
around web-based content that could be accessed from web-
enabled mobile devices.

The economics of cloud computing provide a compelling
argument for mobile learning. Cloud-based applications can
provide students and teachers with free or low-cost
alternatives to expensive, proprietary productivity tools. For
many institutions, cloud computing offers a cost-effective
solution to the problem of how to provide services, data
storage, and computing power to a growing number of Internet
users without investing capital in physical machines that need
to be maintained and upgraded on-site.

Teachers don’t have to worry about using outdated or
different versions of software. As an Algebra department, we
often use Classroom Performance System (CPS) and when we
send our test files to each other, this often generates errors
because we don’t have the same version installed. The same
goes with Microsoft Word documents. The cloud will take
care of issues like these.

Students and teachers will have 24/7 access to not only
their files, but their applications as well (provided they have
Internet access). This means that if we need to create an
assessment using the CPS software, we don’t have to worry
about having it installed on every single computer we need to
access it from.

The Cloud Computing Opportunity by the Numbers, a
multitude of interesting and convincing figures that back the
claim that there is a huge opportunity arising in the cloud.
With all due credit for the stats going to the article from
Reuven's website: ElasticVapor, we wanted to share some of
these interesting points:

*  There are 50 Million servers worldwide today. By
2013 60% of server workload will be virtualized

* In 2008 the amount of digital information increased
by 73%

*  There were 360,985,492 internet users in 2000. In
2009 that number increased to 1,802,330,457. That's
roughly 27% of the entire world population.

* 50% of the servers sold worldwide are destined for
use in a data centre (the average data centre uses 20
megawatts, 10 times more than data centers in 2000
used.)

«  Merrill Lynch predicts that the cloud computing
market will reach $ 160 billion by 2011.

* IBM claims Cloud cuts IT labor costs by up to 50%
and improves capital utilization by 75%.
V. MERITS OF CLOUD COMPUTING MOBILE-LEARNING

We described so many advantages offered by cloud
computing in mobile education. Following are the some of
important merits with mobile computing.

A. Lower costs.

You don't need a high-powered and high-priced computer
to run cloud computing web-based applications, since

Vol.1, No. 6, December 2010
applications run in the cloud, not on the desktop PC. In a
Simple way we can run such high configured applications on
your mobile with cheap cost. When you're using web-based
applications on mobiles need not required any memory space
and as no software programs have to be loaded and no
document files need to be saved.

B. Improved performance

With fewer overfed programs hogging your mobile
memory, we will see better performance from your mobile
device. Put it simply, mobiles in a cloud computing system
boot and run faster because they have fewer programs and
processes loaded into mobile memory.

C. Reduced software costs.

Instead of purchasing expensive software applications, you
can get most of what you need for free or in least prices on
mobile devices even in rural area.

D. Instant software updates

Another software-related advantage in cloud computing is
that we are no longer faced with choosing between obsolete
software and high upgrade costs. When the app is web-based,
updates happen automatically and are available the next time
you log on to the cloud. When you access a web-based
application, you get the latest version without needing to pay
for or download an upgrade with our mobile device.

E. Improved document format compatibility

In mobile cloud computing, we have more compatibility
for opening the files, applications easily with installation of
several software’s on mobile device.

F. Increased data reliability

In desktop computing, in which a hard disk crash can
destroy all your valuable data, a computer crashing in the
cloud should not affect the storage of your data. Even, if your
personal computer crashes, all your data is still out there in the
cloud, still accessible. Hence, cloud computing is the ultimate
in data-safe computing.

G. Universal document access

All your documents are instantly available from wherever
you are and there is simply no need to take your documents
with you.

H. Device independence.

Finally, here's the ultimate cloud computing advantage:
You're no longer tethered to a single computer or network.
Change computers, and your existing applications and
documents follow you through the cloud. Move to a portable
device which is mobile phone, and your applications and
documents are still available. There is no need to buy a special
version of a program for a particular device, or to save your
document in a device-specific format.

VI. CONCLUSIONS

The cloud computing has the significant scope to change
the whole education system. In present scenario the e-learning
is getting the popularity and this application in cloud
computing will surely help in the development of the
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[20] Flexi scale web site. http://www.flexiscale.com, last visited: August
2008.

education offered to poor people which will increase the
quality of education offered to them. Cloud based education
will help the students, staff, Trainers, Institutions and also the
learners to a very high extent and mainly students from rural
parts of the world will get an opportunity to get the knowledge
shared by the professor on other part of the world. Even
governments can take initiatives to implement this system in
schools and colleges in future and we believe that this will
happen soon.
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Abstract— In this paper a robust R Peak and QRS detection
using Wavelet Transform has been developed. Wavelet
Transform provides efficient localization in both time and
frequency. Discrete Wavelet Transform (DWT) has been used to
extract relevant information from the ECG signal in order to
perform classification. Electrocardiogram (ECG) signal feature
parameters are the basis for signal Analysis, Diagnosis,
Authentication and  Identification  performance.  These
parameters can be extracted from the intervals and amplitudes of
the signal. The first step in extracting ECG features starts from
the exact detection of R Peak in the QRS Complex. The accuracy
of the determined temporal locations of R Peak and QRS
complex is essential for the performance of other ECG processing
stages. Individuals can be identified once ECG signature is
formulated. This is an initial work towards establishing that the
ECG signal is a signature like fingerprint, retinal signature for
any individual Identification. Analysis is carried out using
MATLAB Software. The correct detection rate of the Peaks is up
to 99% based on MIT-BIH ECG database.

Keywords- Electrocardiogram, Wavelet Transform, QRS complex,
Filters, Thresholds

. INTRODUCTION

The Electrocardiogram is the electrical manifestation of
the contractile activity of the heart. It is a graphical record of
the direction and magnitude of the electrical activity that is
generated by depolarization and repolarization of the atria and
ventricles. It provides information about the heart rate, rhythm,
and morphology. The importance of the Electrocardiography is
remarkable since heart diseases constitute one of the major
causes of mortality in the world. ECG varies from person to
person due to the difference in position, size, anatomy of the
heart, age, relatively body weight, chest configuration and
various other factors. There is strong evidence that heart’s
electrical activity embeds highly distinctive characteristics,
suitable for various applications and diagnosis.

The ECG is characterized by a recurrent wave sequence of
P, QRS, T and U wave associated with each beat. The QRS
complex is the most striking waveform, caused by ventricular
depolarization of the human heart. A typical ECG wave of a
normal heartbeat consists of a P wave, a QRS complex,anda T
wave. Fig. 1 depicts the basic shape of a healthy ECG heartbeat
signal with P, Q, R, S, J, T and U characteristics and the
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standard ECG intervals QT interval, ST interval and PR
interval.
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Figure 1. An ECG waveform with the standard ECG intervals

QRS detection is one of the fundamental issue in the
analysis of Electrocardiographic signal. The QRS complex
consists of three characteristic points within one cardiac cycle
denoted as Q, R and S. The QRS complex is considered as the
most striking waveform of the electrocardiogram and hence
used as a starting point for further analysis or compression
schemes. The detection of a QRS complex seems not to be a
very difficult problem. However, in case of noisy or
pathological signals or in case of strong amplitude level
variations, the detection quality and accuracy may decrease
significantly.

Numerous QRS detection algorithms such as derivative
based algorithms [1-4], wavelet transform [5], Filtering
Techniques [6] artificial neural networks [7-9], genetic
algorithms [10], syntactic methods [11], Hilbert transform [12],
Markov models [13] etc. are reported in literature. Kohler et al
[14] described and compared the performance of all these QRS
detectors. Recently few  other methods based on pattern
recognition [15], moving- averaging [16] etc are proposed for
the detection of QRS complex. Once the position of the QRS
complex is obtained, the location of other components of ECG
like P, T waves and ST segment etc. are found relative to the
position of QRS, in order to analyze the complete cardiac
period.
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Recently Wavelet Transform has been proven to be useful
tool for non-stationary signal analysis. Among the existing
wavelet approaches, (continuous, dyadic, orthogonal,
biorthogonal), we use real dyadic wavelet transform because of
its good temporal localization properties and its fast
calculations. Discrete Wavelet Transform can be used as a
good tool for non-stationary ECG signal detection. DWT is a
sampled version of the Continuous Wavelet Transform (CWT)
in a dyadic grid.

II.  WAVELET TRANSFORM

The Wavelet Transform is a time-scale representation that
has been used successfully in a broad range of applications, in
particular signal compression. Recently, Wavelets have been
applied to several problems in Electrocardiology, including
data compression, analysis of ventricular late potentials, and
the detection of ECG characteristic points. The Wavelet
transformation is a linear operation that decomposes the signal
into a number of scales related to frequency components and
analyses each scale with a certain resolution [17-21].

The WT uses a short time interval for evaluating higher
frequencies and a long time interval for lower frequencies. Due
to this property, high frequency components of short duration
can be observed successfully by Wavelet Transform. One of
the advantage of the Wavelet Transform is that it is able to
decompose signals at various resolutions, which allows
accurate feature extraction from non-stationary signals like
ECG. A family of analyzing wavelets in the time frequency
domain is obtained by applying a scaling factor and a
translation factor to the basic mother wavelet.

Wavelet Transform of a signal f (t) is defined as the sum of
over all time of the signal multiplied by scaled, shifted versions
of the wavelet function y and is given by,

00

W(a,b) = [ f(t)y,, )t &

—00

wa,b(t>=%w*(%j @

Where * denotes complex conjugation and ¥/, t)is a
window function called the mother wavelet, ‘a’ is a scale factor

and ‘b’ is a translation factor. Here t//(—j is a shifted
a

and scaled version of a mother wavelet which is used as bases
for wavelet decomposition of the input signal. One of the key
criteria of a good mother wavelet is its ability to fully
reconstruct the signal from the wavelet decompositions.

The DWT s sufficient for most practical applications and
for the reconstruction of the signal [22]. The DWT provides
enough information, and offers a significant reduction in the

computation time. Here, we have discrete function f (n)and
the definition of DWT is given by:
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W (a,b)=c(j. k)= f(ny;,(n) (3)

nez

where y/; , () is a discrete wavelet defined as
,i _
vix(N)=22y(27'n-k) @)

The parameters a, b are defined in such a way thata = 2,

b=2'k . In the DWT analyses, the signal at different
frequency bands and at different resolutions is decomposed into
a 'coarse approximation' and 'detailed information'. Two sets of
functions are employed by the DWT, the scaling functions
(associated with the low pass filter) and the wavelet functions
(associated with the high pass filter). The signal is filtered by
passing it through successive high pass and low pass filters to
obtain versions of the signal in different frequency bands.

The original signal X(n) is passed through a half band low

pass and high pass filter. With the signal highest frequency
being m/2, half of the samples are eliminated adhering to the
Nyquist criterion. Thus, the signal can be sub-sampled by 2 as
shown in Equation (5). Thus mathematically, this can be
written as:

y(m) = 3 h(k)x(2n—K) ©
Yhigh (k) = Zx(mg(2k-n) ©
Yiow (K) = ZX(Mh(2k 1) o

The decomposition perform halves the time resolution
and at the same time doubles the frequency resolution. Thus, at
every level, the filtering and sub-sampling will result in half the
time resolution and double the frequency resolution. The
successive Low Pass Filter (LPF) and High Pass Filter (HPF)
of the discrete time-domain signal are called the Mallat
algorithm or Mallat Tree Decomposition (MTD). The sequence

X(n) is passed through several levels made up of low pass
g(n) and high pass h(n) analysis filters. At each level,

‘detail information’d i [n] is produced by the high pass filter
while the ‘coarse approximations’ @, [n] is produced by the
low pass filter.

The maximum number of levels of decomposition depends
upon the length of the signal as shown in Fig. 2. The Discrete
Wavelet Transform of the original signal is obtained by
concatenating all the coefficients, a[n] and d;[n].
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Figure 2. Three level wavelet decomposition tree

The reconstruction process is the reverse of decomposition,
where the approximation and detail coefficients at every level

are up-sampled by 2 and passed through low-pass g(n) and
high pass h(n) synthesis filters and finally added as shown in

Fig. 3. The same number of levels is taken as in the case of
decomposition.

Figure 3. Three level wavelet reconstruction tree

Wavelet Transform is popular because it satisfies energy
conservation law and original signal can be reconstructed. It is
obvious that Wavelet Transform at scale ‘a’ is proportional to
the derivative of the filtered signal with a smoothing impulse
response at scale ‘a’. Therefore, local maxima or minima of the
smoothed signal will occur on the zero crossings of the
Wavelet Transform at different scales. Maximum absolute
values of the Wavelet Transform will show the maximum
slopes in the filtered signal.

A. Wavelet Selection

The use of the Wavelet Transform has gained popularity
in time-frequency analysis because of the flexibility it offers
in analyzing basis functions. The selection of relevant wavelet
is an important task before starting the detection procedure.
The choice of wavelet depends upon the type of signal to be
analyzed. The wavelet similar to the signal is usually selected.
The are several wavelet families like Harr, Daubechies,
Biorthogonal, Coiflets, Symlets, Morlet, Mexican Hat, Meyer
etc. and several other Real and Complex wavelets. However,
Daubechies (Db4) Wavelet has been found to give details
more accurately than others [23]. Moreover, this Wavelet

Vol. 1, No.6, December 2010

shows similarity with QRS complexes and energy
spectrum is  concentrated around low frequencies.
Therefore, we have chosen Daubechies (Db4) Wavelet for
extracting ECG features in our application [22]. The
Daubechies Wavelet is shown in Fig. 4.
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Figure 4. Daubechies4 Wavelet

I1. DATA

ECG signals required for analysis are collected from
Physionet MIT-BIH arrhythmia database where annotated ECG
signals are described by a text header file (.hea), a binary file
(.dat) and a binary annotation file (.atr). The database contains
48 records, each containing two-channel ECG signals for 30
min duration selected from 24-hr recordings of 47 different
individuals. Header file consists of detailed information such as
number of samples, sampling frequency, format of ECG signal,
type of ECG leads and number of ECG leads, patient’s history
and the detailed clinical information. In binary data signal file,
the signal is stored in 212 format which means each sample
requires number of leads times 12 bits to be stored and the
binary annotation file consists of beat annotations. Signals
were sampled using a 12-bit analog-to-digital converter board
(National Instruments, PCI-6071E). Matlab and its wavelet
toolbox were used for ECG Signal processing and Analysis.
Analysis was performed on the PQRST waveform.

IV. METHODOLOGY

In order to extract useful information from the ECG signal,
the raw ECG signal should be processed. ECG signal
processing can be roughly divided into two stages by
functionality: Preprocessing and Feature Extraction as shown
in Fig. 5.
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Figure 5. Structure of ECG Signal Processing.

Feature Extraction is performed to form distinctive
personalized signatures for every subject. The purpose of the
feature extraction process is to select and retain relevant
information from original signal. The Feature Extraction stage
extracts diagnostic information from the ECG signal. The
preprocessing stage removes or suppresses noise from the raw
ECG signal. A Feature Extraction method using Discrete
Wavelet Transform was proposed by Emran et al [22].

A. Preprocessing

ECG signal mainly contains noises of different types,
namely frequency interference, baseline drift, electrode contact
noise, polarization noise, muscle noise, the internal amplifier
noise and motor artifacts. Artifacts are the noise induced to
ECG signals that result from movements of electrodes. One of
the common problems in ECG signal processing is baseline
wander removal and noise suppression.

1) Removal of the baseline drift

Baseline wandering is one of the noise artifacts that affect
ECG signals. Removal of baseline wander is therefore required
in the analysis of the ECG signal to minimize the changes in
beat morphology with no physiological counterpart.
Respiration and electrode impedance changes due to
perspiration are important sources of baseline wander in most
types of ECG recordings. The frequency content of the baseline
wander is usually in a range well below 0.5Hz. This baseline
drift can be eliminated without changing or disturbing the
characteristics of the waveform.

Vol. 1, No.6, December 2010

We use the median filters (200-ms and 600-ms) [24] to
eliminate baseline drift of ECG signal. The process is as
follows

a) The original ECG signal is processed with a median
filter of 200-ms width to remove QRS complexes and
P waves.

b) The resulting signal is then processed with a median
filter of 600-ms width to remove T waves. The signal
resulting from the second filter operation contains the
baseline of the ECG signal.

c) By subtracting the filtered signal from the original
signal, a signal with baseline drift elimination can be
obtained.

2) Removal of the NOISE

After removing baseline wander, the resulting ECG signal
is more stationary and explicit than the original signal.
However, some other types of noise might still affect feature
extraction of the ECG signal. In order to reduce the noise many
techniques are available like Digital filters, Adaptive method
and Wavelet Transform thresholding methods. Digital filters
and Adaptive methods can be applied to signal whose statistical
characteristics are stationary in many cases. However, for non-
stationary signals it is not adequate to use Digital filters or
Adaptive method because of loss of information. To remove
the noise, we use Discrete Wavelet transform.

This first decomposes the ECG signal into several subbands
by applying the Wavelet Transform, and then modifies each
wavelet coefficient by applying a threshold function, and
finally reconstructs the denoised signal. The high frequency
components of the ECG signal decreases as lower details are
removed from the original signal. As the lower details are
removed, the signal becomes smoother and the noise
disappears since noises are marked by high frequency
components picked up along the ways of transmission. This is
the contribution of the discrete Wavelet Transform where noise
filtration is performed implicitly. The preprocessed signal using
DWT is shown in Fig. 6.
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