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Abstract—in this paper we present the improvement of our 

novel localization system, by introducing radio-frequency 

identification (RFID) which adds person identification 

capabilities and increases multi-person localization robustness. 

Our system aims at achieving multi-modal context-awareness in 

an assistive, ambient intelligence environment. The unintrusive 

devices used are RFID and 3-D audio-visual information from 2 

Kinect sensors deployed at various locations of a simulated 

apartment to continuously track and identify its occupants, thus 

enabling activity monitoring. More specifically, we use skeletal 

tracking conducted on the depth images and sound source 

localization conducted on the audio signals captured by the 

Kinect sensors to accurately localize and track multiple people. 

RFID information is used mainly for identification purposes but 

also for rough location estimation, enabling mapping of the 

location information from the Kinect sensors to the identification 

events of the RFID. Our system was evaluated in a real world 

scenario and attained promising results exhibiting high accuracy, 

therefore showing the great prospect of using the RFID and 

Kinect sensors jointly to solve the simultaneous identification and 
localization problem. 

Keywords—Multimodal; Context-awareness; Microsoft Kinect; 

RFID; Localization; Identification 

I. INTRODUCTION 

An assistive ambient intelligence environment is a smart 
space that aids the inhabitants with its embedded technology. 
The proliferation of ambient intelligent environments has 
triggered research related to applications, such as monitoring 
Assistive Daily Living (ADL), fall detection, risk prevention 
and surveillance [1, 2]. For achieving these goals, activity 
recognition performed in a natural and unintrusive way is of 
utmost importance. The most fundamental step towards activity 
monitoring and ultimately context-awareness is successful 
multi-person identification and localization. By utilizing the 
location of the person in a domestic setting, related activities 
can be derived. Accurate person localization plays an essential 
role in all the aforementioned applications and has been dealt 
with using many different approaches. Nevertheless, when used 
domestically, most current implementations can be considered 
as invasive. Our novel system uses information from multiple 
sensors in order to ensure reliable and unintrusive localization 
of the inhabitants. 

A. Localization: 

Applications that rely on localization such as surveillance 
and monitoring of ADL commonly use video cameras as an 
affordable and abundant source of information. Many 

approaches based on either a single camera or multiple cameras 
have been proposed in the literature. 

In single camera setups, discriminative appearance affinity 
models [3] and level-set segmentation [4] have been used for 
tracking, while other approaches based on tracking-by-
detection exist [5, 6]. In multi-camera setups, stereo-vision is 
employed in order to introduce depth perception. In [7], color 
histograms of the person-shaped blobs are used to 
disambiguate between people, when they are very close to each 
other. The system tracks multiple people standing, walking, 
sitting, entering and leaving in real-time. In [8] two techniques 
were used to determine the location of a person in 3-D space. 
These were 1) best-hypothesis heuristic tracking and 2) 
probabilistic multi-hypothesis tracking to derive the 3-D 
location of people. The results show similar tracking 
performance for both approaches. However, the simplistic 
probabilistic approach produces more false alarms, which may 
be improved by using a sophisticated probabilistic model. 

Solving the problem using only cameras is very challenging 
for a large space with many people. The reason is that 
localization requires wide coverage to capture and map the 
respective locations of many people simultaneously, but 
identification requires zooming into a person’s face. In 
surveillance applications, cameras are typically mounted on tall 
polls and configured such that they could provide maximum 
coverage. Nevertheless, video feeds from such settings may not 
be sufficient to provide accurate information about a person’s 
face or other biometric features. In addition, the segmentation 
and tracking problems can be very challenging, thus hindering 
the system's reliability in a camera-only setup. Furthermore, 
despite the fact that the use of cameras and computer vision 
techniques are very promising, extensive use of video cameras 
in a domestic setting can be considered a violation of privacy 
[9]. Therefore, our main focus is to achieve the same goal of 
identifying and localizing multiple people in an assistive 
environment in a less intrusive manner. 

B. Identification: 

RFID (Radio-frequency Identification) systems are 
frequently being used to track medicine and patients in large 
hospitals in order to verify the correct medicine reaches the 
correct patients [10]. RFID sensors have become very popular, 
as they are cheap, easy to use and provide accurate 
identification information wirelessly [11]. Although RFID is 
very effective in identifying objects, it may not be as effective 
in surveillance applications, since people are required to wear 
an RFID tag so that the events related to the tag are detected. 
As a result, such systems may not be able to detect intruders or This material is based upon work supported by the National Science 
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anyone not wearing a tag. However, it constitutes a viable 
solution for recognizing activities in a smart environment, since 
its inhabitants can very easily carry a passive RFID tag with 
them. 

Multimodal person identification has become a significant 
area of research in recent pervasive assistive applications. 
Some of these applications use existing biometric identification 
methods, such as face recognition and speaker identification [9, 
12, 13] to identify multiple people in smart environments [14]. 
Nevertheless, these approaches do not convey the location 
information of the person. 

C. Simultaneous Identification and Localization: 

Locating multiple users simultaneously while identifying 
each one is considered to be the first step to create a context-
aware application, such as activity and human behavior 
recognition. RFID technology has also been used to solve the 
problem of simultaneous identification and localization. 
Although radio signal propagation suffers from various 
problems, such as multipath, line of sight path, diffraction or 
reflection etc. even in an indoor environment [15], several 
indoor-based localization algorithms have been proposed in the 
literature, which, according to [16] can be classified into three 
categories: 1) distance estimation, 2) scene analysis and 3) 
proximity. Among them, distance estimation algorithms use 
different range measurement techniques, such as Received 
Signal Strength, Time of Arrival, Time Difference of Arrival, 
Received Signal Phase etc. and apply triangulation to estimate 
a location. On the other hand, the scene analysis approaches 
first measure fingerprints of an environment and then, try to 
match the target’s range measurements with the appropriate set 
of fingerprints for estimating the location. Finally, the 
proximity-based algorithms determine a target’s location by 
mapping it to the location of an antenna that receives the 
strongest signal. 

Overall, RFID technology possesses a promising solution to 
identify and localize multiple objects with attached RFID tags. 
Existing well-known systems, such as LANDMARC [17] use 
active RFID tags and exploit the signal strength property to 
correctly localize an object. Passive RFID tags have also been 
used in the past to identify and locate multiple objects. In [18], 
the authors have utilized the percentage of tag counts at 
different power attenuation levels in order to approximate the 
distance between a reader and a tagged object. Another, 
indirect way of deriving the location information of an object is 
to record the location of the reader as the location of an object. 
But, the location accuracy and precision of such a system 
heavily depends on the level of deployment of readers and 
antennas in the space [19, 20]. 

However, RFID still lacks sufficient localization accuracy 
especially for the minimal number of deployed antennas and 
tags in a domestic environment. Simply using RFID to obtain 
the location of an object can lead to many false readings, e.g., 
an RFID antenna may miss a tag depending on the tag’s 
position and the antenna’s orientation.  

In an attempt to improve accuracy, multi-modal person 
localization has become a significant research area in recent 
applications. Thus, for a very dynamic environment, 

information collected from multiple sources, such as video 
cameras, microphone arrays, sensors etc. are all combined 
together such that the system can achieve better identification 
and localization accuracy. Techniques, such as Hidden Markov 
Models, K-nearest neighbors etc. can be applied to captured 
audio-visual signals to extract higher-level semantic 
information, such as identification and location in real time. A 
system that combines face and audio based identification along 
with motion detection, person tracking and audio based 
localization has been proposed in the literature [21]. Such a 
system applies state-of-the-art methods to process results from 
each individual modality and uses particle filtering to fuse both 
modalities for providing robust identification and localization. 

Methods that combine localization using cameras with 
identification using wearable sensors or accelerometers are also 
proposed in the literature. Since most of the recent mobile 
phones contain accelerometers and magnetometers attached to 
them, mobile phones are considered to be very convenient and 
fulfill all of the above requirements. In [1] the authors 
combined an existing CCTV based system with sensors 
(accelerometers and magnetometers) embedded to a person’s 
mobile phone as a solution. According to this method, the 
camera captures the location of each person, which is 
transmitted wirelessly to the mobile phone carried by the 
respective person. After receiving the location information, the 
mobile phone resolves the most probable location by matching 
them with the measurements from its own sensors. The 
identification process is very easy in this case, as each person is 
labeled with his/her mobile phone’s unique ID. 

The deployment of wireless sensor network (WSN) is 
another common approach nowadays to monitor and localize 
persons in assistive environments [22, 23]. RFID systems and 
WSNs can be combined together not only for identifying and 
localizing objects, but also for real-time monitoring [24]. To 
identify and localize in open areas, researchers of [2] derived a 
calibration method for a joint RFID-camera system based on 
the area of overlap between the field of view (FoV) of a camera 
and the field of sense (FoS) of RFID sensors. 

In our approach we build in prior work [29] utilizing the 
identification capabilities of RFID and combining them with 
precise 3D tracking from the Kinect to create an accurate 
identification and localization solution. The latter is an active 
sensor, able to accurately measure the position of the person in 
the 3-D space. Skeletal tracking is carried out using the Kinect 
sensor's 3D depth images and sound source localization is 
conducted utilizing microphone arrays of 2 such sensors, to 
deduce accurate location information. At the same time, the 
video information is not captured, making this approach less 
intrusive than using video cameras. RFID is used mainly for 
discerning between users and also for providing a rough 
estimate of their location utilizing the RSSI. Our goal is to map 
the location of multiple people in an ambient intelligence 
environment at a detailed level that will allow inference of 
conducted activities (figure 1). 

In the following sections we will present the architecture 
and operation of our system for person identification and 
localization, the experimental setup and finally our concluding 
remarks.  
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Fig. 1. Example apartment layout with RFID antennas and Kinect sensors 
deployment. 

II. SYSTEM OVERVIEW 

A. Hardware 

The Microsoft Kinect (figure 2) is a novel device mainly 
used for gesture recognition. It is based on the PrimeSensor 
design [25] and it incorporates a color camera, a depth sensor 
and a microphone array. Depth images are acquired using the 
structured light technique. According to this method, a laser 
beam passes through a grating, and is split into different beams. 
The beams are then reflected from an object in the device's 
field of view (FOV) and captured by an infra-red sensor, 
making it possible to calculate the distance of the object using 
triangulation [26]. The range of the depth sensor is 2.3-20 ft. 
(restricted to 13 ft. by the SDK) The microphone array is 
comprised of 4 microphones, enabling sound source 
localization. For our application, we implemented the least 
intrusive setup possible by capturing data only from the depth 
sensor and the microphone array, without capturing the actual 
color video data.  

The RFID system we have used is the commercially 
available Alien 9900+ developer kit, which includes a reader 
with two circularly polarized antennas. The tags used in our 
experiment are EPC Class 1 Generation 2 supported by the 
9900 readers. Figure 3 shows an example tag and antenna 
design from Alien. As the antennas are circularly polarized, the 
tag orientation is not an issue for our experiment. However, for 
an indoor environment, the antenna read range for the passive 
RFID tags varies from 20 to 30 ft. Such a read range is 
sufficient to detect the presence of a person carrying a tag in 
the simulated rooms of our Heracleia Assistive Apartment, 
given the tags are within the FOS of the antennas. 

B. System Architecture 

The architecture of our system is modular, comprising of 3 
main components as shown in figure 4. 

 

Fig. 2. The MS Kinect and the location of its various sensors and 

components. 

Communication between the modules is based around the 
Joint Architecture for Unmanned Systems (JAUS) [27], 
originally developed by the U.S. Department of Defense, to 
govern the way that unmanned systems are designed. The user 
datagram protocol (UDP) is used for inter-module 
communications, which increases the level of interoperability, 
allowing new software modules to be easily integrated in the 
system or existing modules to be installed on different systems. 
Input is provided by the RFID reader and the 2 Kinect devices. 
One of them is considered as primary, capturing both a stream 
of depth images and audio, while the secondary captures only 
audio for performing sound localization. Interfacing with the 
Kinect is carried out using the MS software development kit 
(SDK) v1.0 [28]. The 3 modules 1) skeletal tracking based 
localization, 2) audio localization and 3)RFID tracking are 
described in detail in the following paragraphs.  

Fig. 3. RFID transceiver equipment used and example Alien RFID Tag and 

Antenna Designs. 

1) Skeletal Tracking Based Localization Module 
Skeletal tracking is used in our system in order to detect 

and track a person in the FOV of the sensor, as s/he moves in 
the smart space and it was implemented using the MS Kinect 
SDK. This module has been explained in our previous work 
[29] and therefore only briefly described.  

When a person is detected to be moving, her/his center of 
mass is determined and a skeletal model is fitted. The detected 
skeleton has a unique identifier for a specific session and is 

defined by the 3-D coordinates of its 20 joints <
diX ,

diY ,
diZ >, 

expressed in meters.  
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Each joint can be at any of the three associated states: 1) 
tracked, 2) not-tracked and 3) inferred. Furthermore, two kinds 
of filters are applied to the joint coordinates due to the nature of 
the captured data, 1) high frequency jitter and 2) temporary 
spikes rejection. Localization using such skeletal tracking is 
very accurate and unintrusive since we only utilize the 
coordinates calculated from the depth sensor feed.  

 

Fig. 4. System architecture showing the devices used (RFID and Kinect 

sensors), as well as the different types of information captured and processing 
pipelines for the identification and localization tasks. 

2) Audio Localization Module 
The audio localization module, acts as an auxiliary form of 

information input. The operation of the module has been 
described in detail in [29] and it is presented here 
epigrammatically. The Kinect incorporates a microphone array, 
comprised of 24-bit ADCs driven by 4 microphones. The 
frequency response of the microphones is tuned appropriately 
for speech and their directionality is isotropic for these 
frequencies. Sound source localization is applied to the audio 
signal in order to determine the angle of the sound source in 
relation to the device and acquire the audio signal from that 
particular direction. The returned values are the sound source 
angle (in degrees) in relation to the axis that is perpendicular to 
the device, and a confidence level of the reported angle.  

Although the angle of the sound source can be acquired, 
this information is inadequate in estimating the source’s 
distance. Thus, a second Kinect is introduced, used only for 
sound source localization (figure 5). The additional information 
provided by this unit can be used for accurate 2-D localization 

through triangulation. We denote   ,  the angles between 

the wall and the axes perpendicular to devices A and B 
respectively and assuming there is a sound source S detected by 
the two devices, let the corresponding detected angles be

)50,50(,   . We consider the triangle that is created, 

with A, S and B as its vertices such that the altitude of the 
triangle passing from vertex S, divides L into a and b so that 
a+b=L. Let the length of the altitude (in our case the distance of 

the audio source/person from the wall) be
sX . Since L=a+b, the 

final solution to the system of equations is given by: 
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This method allows for the calculation of the precise 2-D 
position of the audio source in the room. 

Some additional restrictions concerning this setup were that 
the sound source angles are taken into account only when the 
sound level exceeds 50dB, the confidence for both estimated 
sound source angles is more than 50% and that there is a 
solution for the equation system and that this solution falls 
within the boundaries of the room.  

 

Fig. 5. Audio localization configuration utilizing the microphone arrays of  2 

Kinect sensors. 

3) RFID Based Localization Module 
The RFID system that we used was comprised of two 

antennas and a tag reader. Its main role was to identify the 
person in its field of sense (FOS), but also to provide a rough 
estimate of her/his location using the received signal strength 
indicator (RSSI) from each antenna. The mapping between the 
RSSI values and the actual position of the tag is accomplished 
through a calibration process that accounts for both the 
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directionality of the antennas and the specific layout of the 
room. Multiple people are identified using their unique RFID 
tag and tracked as long as they remain in the FOS of the 
system. Skeletal tracking alone may not be able to discern 
between different people since a new tracking id is issued each 
time a person is lost from the FOV of the Kinect and then re-
enters. Therefore, we improved our system’s accuracy by 
matching the new RFID tag with the new tracking id as soon as 
an individual enters the room. This technique allows 
identification of each individual detected by the skeletal 
tracker. In the case where an unmatched tag id or skeletal id 
appears e.g. if a person was not detected upon entrance by 
either sensor, they are matched when they both appear in the 
same sector. Finally, when no skeleton is detected in the FOV, 
but a tag is still being detected, audio localization is utilized in 
order to increase accuracy (e.g. when only one antenna reads 
the tag). 

Localization is based on a training phase during which 
statistical regression is applied on pre-specified position 
signatures (RSSI in our case) in order to build a classifier. 
More specifically, we divide the entire room into multiple 
sectors, as shown in figure 6. Next, we collect the RSSI 
signatures of the detected tags in these different sectors using 
the antennas. Given the measurement from the Kinect sensor 
for any particular person, if the measured location falls within 
that specific sector, then we map that particular person to the 
location described by the Kinect sensor. As afore-mentioned, in 
both approaches we use the sound from the microphone array 
as another modality besides skeletal tracking to resolve 
ambiguities in mapping.  

III. SYSTEM OPERATION 

The main function of our system is person localization 
utilizing information from all three modules. The main source 
of location information is the skeletal tracking module. More 
specifically, this module detects a person as soon as s/he enters 
the FOV of the sensor and tracks her/him while moving in the 
room. The accuracy and robustness of the tracker is exceptional 
due to the nature of the depth sensor, so the person is tracked 
while standing, walking or even sitting.  

We consider the location of the person as the average of the 
3-D coordinates of all the tracked joints, expressed as <

dX ,
dY ,

dZ >, where: 
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the mean distance from the sensor’s plane.  
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the mean deviation from the sensor’s axis. 





20

120

1

i

did ZZ

the mean distance from the floor. 

Another source of location information is the audio 
localization module. It should be noted that the audio 
localization module is capable of estimating the location of the 

person in 2 dimensions expressed by <
sX , a >, not accounting 

for height, as described in the previous section. 

 

Fig. 6. Deployment setup combining the RFID RSSI and recognized sectors 
and the Kinect distance information for person localization. 

In order to determine the final estimated location of the 
person we consider the available localization information from 
all three modules hierarchically, according to our experimental 
results presented in the next section. So, in the case where one 
of the modules does not return any coordinates, then the other 
module's coordinates are considered. The order in which we 
determine the location of each person is: 1) Skeletal tracker, 2) 
RFID, 3) Sound source localization. If skeletal tracking 
information becomes unavailable (e.g. if the person is outside 
the FOV of the depth sensor), then we rely on RFID. Similarly, 
if both skeletal tracking and RFID information are unavailable 
(e.g. tag undetected by 1 antenna), then sound source 
localization is used. In addition, we experimented by 
calculating the average location for each person.  
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More specifically, when a location estimate is available 
from both the RFID and the skeletal tracker, the average of 
each of the 2-D coordinates is calculated after proper 
transformation to match the 2 coordinate systems, while the 
third coordinate equals that of the skeletal tracking module. For 
our application, the detected activity is bound to the estimated 
location of the person. Therefore, if a person is standing by an 
appliance such as the oven or refrigerator we infer that s/he is 
using this particular appliance. 

IV. EXPERIMENTAL SETUP 

An extensive set of evaluation experiments were conducted 
in order to fine-tune the parameters of the setup at our 
simulated apartment (figure 7). As mentioned earlier, two 
Kinect devices and two RFID antennas were used, mounted at 
the opposite sides of one of the walls, facing the entrance. The 
distance between the two devices was 175.5 inches. The axis 
perpendicular to the sensors’ axes pointed at 45 degrees 
towards the interior of the apartment, maximizing both the 
FOS, FOV and microphone coverage. 

 

Fig. 7. An aspect of the Heracleia assistive apartment. 

All modules were installed on the same computer, although 
our system's implementation permits the use of separate 
computers for each one of the modules. For our experiments 
we partitioned the space in 8 different sectors, intersecting at 
the center of the room. The estimated location of the person 
was considered accurate when the coordinates fell within the 
boundaries of the corresponding sector. For our application, the 
detected activity is bound to the estimated sector. 

In our experimental setup, we have deployed two antennas 
at the two corners of the bedroom. We have simulated an 
experiment for identifying and localizing up to 4 people, 
limited only to part of the apartment, although the system can 
be extended to more rooms by adding more Kinect sensors in 
the apartment. During the experiment, each person wears an 
RFID tag around her/his neck. 

We conducted extensive experiments in our realistic 
domestic setup. Four individuals participated in our 
experiments, with one, two or four occupying the apartment 
simultaneously. Subjects were asked to move in the apartment 
in 10 sessions and perform 4 activities, namely walk and sit in 
a chair, at a desk or on a bed. In table 1 we report results for 

both the identification and localization tasks after 10-fold cross 
validation. For both tasks, accuracy degraded for more 
occupants, due to the people interacting and the resulting 
occlusions. Identification accuracy using RFID was at very 
high levels, considering single antenna misdetections. 
Localization accuracy denotes the percentage of correctly 
estimated locations for all individuals present in the room and 
also accounts for misidentifications and mismatches between 
the detected tag sector and skeletal id location. The accuracy 
attained using the Kinect was over 90%, and constituted the 
most accurate source for person location information. The 
accuracy achieved using RFID was over 80% and 75.9% using 
sound (only 1 speaker). 

V. CONCLUSIONS 

In this paper we presented the introduction of RFID 
technology to our existing novel person localization system 
improving its location estimation robustness and adding 
identification capabilities. Our system combines the tracking 
capabilities of the Kinect sensor with identification information 
from existing RFID technology. 3 types of data were used to 
solve the localization problem, namely the RSSI, 3D depth and 
audio information. Accurate position estimation for each 
person was carried out using the depth sensor and microphone 
arrays of the Kinect devices as inputs, by means of skeletal 
tracking and sound source localization respectively. The system 
was deployed in a simulated apartment and during the 
experiments conducted, it achieved high localization and 
identification accuracy for the 4-person localization scenario. 
More specifically, identification and localization accuracy 
always remained over 90% even in the 4 person scenario, when 
using information from RFID and the Kinect respectively. 
After confirming the effectiveness of our design we plan to 
extend it by utilizing depth and audio information from 
additional Kinect devices for increased robustness and 
coverage. 

TABLE I.  EXPERIMENTAL RESULTS FOR THE IDENTIFICATION AND 

LOCALIZATION TASKS FOR ALL THREE MODULES. 

Task/Source 
4 

people 
2 

people 
1 

person 

Identification/RFID 92.5% 97.1% 100% 

Localization/Kinect 90.3% 93.8% 98% 

Localization/RFID 82.1% 87.2% 85.4% 

Localization/Sound 75.9% (1 speaker) 
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